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Abstract  

Early information exchange regarding predicted crop production could play a role in lowering the danger of food insecurity. 

Predicting crop yields is one of the more difficult tasks in the farming industry. Several investigations have been conducted in the 

agricultural field to predict increased crop production using the machine learning algorithm Artificial Neural Network (ANN) and 

statistical model Stepwise Multiple Linear Regression (SMLR). In this study eight multivariate weather-based models including 

stepwise multiple linear regression (SMLR), principal component analysis (PCA), artificial neural network (ANN) and 

combinations of them using weather indices and direct weather variables were investigated by fixing 80% of the data for 

calibration and the remaining dataset for validation to predict soybean yield for Pantnagar, Uttarakhand. Based on the value of R2 

(0.95) and nRMSE (7.16%) during calibration stage, the PCA-ANN-W model performed excellent, becoming the best model for 

soybean prediction compared to other models in the study region. The overall ranking based on the performances of the models 

can be given as: PCA-ANN-W > ANN-WI > SMLR-W > SMLR-WI ≈ PCA-SMLR-WI > ANN-W > PCA-ANN-WI > PCA-

SMLR-W. The study results indicated that PCA-ANN-W and ANN-WI model performed well for the study region as compared 

to other models. 

Keywords: “Crop yield prediction, Stepwise Multiple Linear Regression (SMLR), Principal component analysis (PCA), 

Artificial Neural Network (ANN)”. 

 

I.   Introduction  

Agriculture plays a vital role in the global as well Indian economy. The world’s growing population and climate 

change has put increasing danger on agricultural production (FAO, 2015). There is no way to completely reduce 



 

International Conference on Mathematical 
Models, Statistics and Applications  

20-21 October 2023 

 
 

2 
 

these occurrences, it would be much better if information about the future was known early so that farmers could 

make appropriate plans and take actions accordingly (FAO, 2017). Early information exchange regarding crop 

production forecasting could play a key role in lowering the danger of food insecurity (Khan et al., 2023). Hence, 

making accurate crop yield forecasting is more important than ever (Mann et al., 2019). Accurate crop yield 

production is a vital aspect of agriculture, providing valuable insights into the expected yield, not only allowing 

timely decision making for farmers but also for other stakeholders (Cao et al., 2021). Accurate crop yield forecasting 

can help farmers to optimize their resources, reduce the amount of waste produced and improve overall efficiency 

(Setiya et al., 2022). In addition to this, it can help policymakers to make timely informed decisions relating to food 

security, grain storage, transportation, marketing and price stabilization (Satpathi et al., 2023).    

Worldwide, Soybean (Glycine max (L.) Merrill) is one of the most significant oilseed crop produced 

around the world. The Brazil (38%) is highest producer of Soybean followed by United States of America (31%). 

India ranks fifth in leading soybean producing countries (Soystats, 2022). In the Northwestern Himalayan hill 

region, soybean is grown as a major Kharif crop. In the Northwestern Himalayan region, the state of Uttarakhand 

contributes maximum approximately 90-95% of total soybean acreage and production (Bhartiya et al., 2017).  

 

Phenological weather indices can be widely used in agricultural research to predict crop yield (Ji et al., 

2021). These indices measure the timing of specific developmental stages in crops viz. flowering and maturity, in 

response to environmental factors like temperature, rainfall and sunlight etc. (Khan et al., 2021; Banerjee et al., 

2021; Ihsan et al., 2016; Ransing et al., 2014). Phenological weather indices are useful because they provide 

information on the physiological status of crops, which is a crucial determinant of yield (Seo et al., 2019). Formerly, 

researchers estimate the crop yield using crop cutting experiment (Ahmad et al., 2021) and by employing only 

statistical approaches such as Multivariate Linear Regression (MLR) technique (Basso et al., 2013) but due to lower 

prediction accuracy now a days machine learning models are very popular among the researchers. Statistical models 

use mathematical equations to identify relationships between weather variables and crop yields. Machine learning 

models, on the other hand, utilize algorithms to comprehend patterns and connections within data, enabling them to 

generate predictions based on those patterns. There has been number of studies, machine learning methods used to 

predict crop yield in number of crops and plants viz. rice (Satpathi et al., 2023), wheat (Aravind et al., 2022; Setiya 

et al., 2022), pigeon pea (Sridhara et al., 2023), cashew (Das et al., 2022), sorghum (Sridhara et al., 2020) and 

coconut (Das et al., 2020). 

 

In the available past studies, no study has covered the comparison related to the effect of direct weather 

variables and weather indices on yield prediction. Addition to this, no research work has assessed the internal 

relationships between PCA (principal component analysis)-SMLR (Stepwise multiple linear regression) and PCA-
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ANN (Artificial neural network). Hence, in this study we developed hybrid models such as PCA-SMLR and PCA-

ANN based on both direct weather variables and weather indices. This study aims to examine the accuracy and 

reliability of both statistical and machine learning models in forecasting soybean yield, with the goal of identifying 

the most effective approach for soybean yield forecasting. The findings of this study have significant implications 

for the agricultural industry, providing insights into the effectiveness of different approaches to crop yield 

forecasting. 

II.   Materials and Methods 

2.1 Study Area 

Yield prediction models were developed based on the kharif soybean yield data (kg/ha) and the weather data of 

GBPUAT, Pantnagar, Uttarakhand in this study (Figure1). The Pantnagar region lies in the Tarai belt of Uttarakhand 

state of India at 29°3' N latitude and 79°31' E longitude at an elevation of 243m above the mean sea level. The 

agricultural potential of this area is enhanced by its fertile soil and retains sufficient moisture to yield good crops. 

 

Fig. 1: Map of Pantnagar, Udham Singh Nagar, Uttarakhand 
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2.2 Data Collection 

Time series data of soybean yield of 20 years (2001–2020) were obtained from the Soybean Breeding Laboratory, 

Department of Genetic & Plant Breeding, GBPUAT Pantnagar, Uttarakhand. The data on weather variables were 

collected from the Meteorological Observatory, Department of Agrometeorology, GBPUAT, Pantnagar, 

Uttarakhand. 

2.3 Steps involved in the Model Development 

Among the complete dataset spanning 20 years, 16 years of data were employed for training of the models, while the 

remaining 4 years data were utilized for testing of the models (Li et al., 2017, Rajaee et al., 2018). In terms of 

phenology (Figure 2), the average values were computed using the daily weather data. These average values are 

subsequently employed in the computation of both weighted and unweighted weather indices. The details about 

calculation of weighted and unweighted weather indices can be found in previous paper of Setiya et al. (2022) and 

Satpathi et al. (2023). The steps involved in the model development are illustrated in Figure 3.  

 

Fig. 2: Crop growth stages of soybean in terms of standard meteorological weeks 
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Fig. 3: Flowchart representing different stages in development of yield prediction model 

2.4 Multivariate Analysis Techniques 

In total eight multivariate models were developed by using historical data on soybean yield and phenological 

weather indices to train and test the models viz. SMLR-WI, SMLR-W, PCA-SMLR-WI, PCA-SMLR-W, ANN-WI, 

ANN-W, PCA-ANN-WI and PCA-ANN-W. W represents use of weather variables directly as model input and WI 

represents use of weather indices as model input. The following are the provided specifics regarding the multivariate 

analysis techniques employed in this study for the development of the crop yield prediction model: 

2.4.1 Principal Component Analysis (PCA) 
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The objective of principal component analysis (PCA) is to decrease the dimensionality of a data set while retaining 

most of the information. PCA is executed to reduce the risk of overfitting due to the high dimensionality and 

interdependencies among the independent variables. It is also known as a variable reduction method or data 

reduction method or data dimension reduction method. All the input variables were standardized on dividing the 

values by the standard deviation after the mean has been subtracted. The principal components (PCs) with eigen-

values more than 1 were only considered (Brejda et al., 2000). 

2.4.2 Stepwise Multiple Linear Regression (SMLR) 

The SMLR technique, based on the dataset of yield and weather parameters, is the simplest approach for developing 

the yield forecast model. It involves a systematic process of constructing the model by introducing or eliminating 

predictor variables. This method allows for the selection of the most effective predictors from a large pool of 

predictors (Singh et al., 2014; Das et al., 2018). Stepwise regression necessitates two significant levels: one for 

adding variables and another for removing variables. To avoid an infinite loop, the cutoff probability for adding 

variables should be lower than the cutoff probability for removing variables (Singh et al., 2018). In the current 

study, the p-values of 0.50 and 0.10 were taken for addition and removal of the variables respectively. 

2.4.3 Artificial Neural Network (ANN) 

ANN is a type of computational model inspired by the central nervous system and designed for machine learning 

purposes. These models are typically represented as interconnected systems of "neurons" that can process input 

information and compute values by propagating data through the network (Dahikar et al., 2014). They consist of 

three layers: the input layer, the hidden layer, and the output layer. In this technique, data flows from the input layer 

through the hidden layer to the output layer (Kaul et al., 2005). The number of nodes in the input layer depends on 

the number of independent predictors. Each layer is composed of interconnected neurons or nodes. The number of 

neurons in the input and output layers is determined by the dataset used. The main challenge in implementing ANN 

is determining the optimal number of hidden neurons or nodes. In this study, the number of hidden nodes was 

selected using the "train" function of the "caret" package in R software, employing the "nnet" method with 10-fold 

cross-validation (Kuhn, 2008). All weather indices were used as inputs, while the yield served as the dependent 

variable. 

2.4.4 PCA-SMLR and PCA-ANN  

In PCA-SMLR and PCA-ANN techniques, PCA scores were employed as input for the analysis (Aravind et al., 

2022). To address the issue of multicollinearity among weather variables, PC (Principal Component) scores were 

utilized as regressors for SMLR (Stepwise Multiple Linear Regression) and ANN (Artificial Neural Network) in 
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order to construct crop yield models (Verma et al., 2016). PCA (Principal Component Analysis) is employed to 

decompose the original data matrix X into two matrices, P and T, denoted as X = TPt. The matrix P is commonly 

referred to as the loading’s matrix, while the matrix T represents an orthogonal score matrix. The superscript t 

denotes the transpose of a matrix. 

2.5 Testing the Performance of the Models 

Prediction accuracy of models were evaluated based on R2 (Coefficient of determination), RMSE (Root Mean 

Square Error), nRMSE (Normalized Root Mean Square Error), MAE (Mean Absolute Error), MBE (Mean Biased 

Error) and modeling efficiency (EF). Formulas of these can be found in previous papers of Setiya et al. (2022) and 

Satpathi et al. (2023). The developed models were compared based on the value of R2, as R2 > 0.90, excellent, R2 = 

0.90-0.75, good, R2 = 0.75-0.50, fair and R2 < 0.50, poor, similarly value of nRMSE, as nRMSE < 10%, excellent, 

nRMSE = 10-20%, good, nRMSE = 20-30%, fair and nRMSE > 30%, poor. 

III.   Results 

3.1 Stepwise Multiple Linear Regression Models (SMLR) 

The values of prediction accuracy statistics of all SMLR based models can be found in Table 1. Initially the 

performance of Stepwise Multiple Linear Regression Model based on weather indices (SMLR-WI) was evaluated. 

Coefficient of determination (R2) value was 0.87 which indicated that approximately 87% of the variation in 

soybean yield was explained by the predictors which were found to be significant (Z31 and Z381). RMSE during 

calibration was found to be 215.74 kg/ha but on the other hand, RMSE during calibration was found to be 

581.41kg/ha. nRMSE value during calibration was 10.60% and that of validation was 36.49%. MBE at calibration 

stage and validation stage was found to be -0.02 kg/ha and 379.35 kg/ha respectively. Decrease in R2 value and 

increase in errors (RMSE, nRMSE and MBE) during validation were observed. SMLR-WI model performed 

consistently during calibration and validation. The error percentage ranged from -12.88% to 39.38%. Graphical 

analysis of predicted and observed values of yield for SMLR-WI model is shown in figure 4. 

During the development of Stepwise Multiple Linear Regression Model based on direct weather variables (SMLR-

W) the coefficient of determination (R2) value was 0.99 which indicated that approximately 99.51% of the variation 

in soybean yield was explained by weather parameters at different growth stages of soybean. RMSE during 

calibration was found to be 41.20 kg/ha but on the other hand, RMSE during calibration was found to be 583.07 

kg/ha. nRMSE value during calibration was 2.09% and that of validation was 36.60%. MBE at calibration stage and 

validation stage was found to be 0.02 kg/ha and 443.32 kg/ha respectively. 
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Fig. 4: Observed and Predicted Yield (SMLR-WI) 

 

Fig. 5: Observed and Predicted Yield (SMLR-W) 
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Decrease in R2 value and increase in errors (RMSE, nRMSE and MBE) during validation were observed. 

The SMLR-W model performed consistently during calibration and validation. The error percentage ranged from 

2.91% to 41.26%. Graphical analysis of predicted and observed values of yield for SMLR-W model is shown in 

figure 5. 

3.2 Principal Component Analysis-Stepwise Multiple Linear Regression Model (PCA-SMLR)  

During the performance evaluation of Principal Component Analysis-Stepwise Multiple Linear Regression Model 

based on weather indices (PCA-SMLR-WI), the coefficient of determination (R2) value was 0.81 which indicated 

that approximately 81% of the variation in soybean yield was explained by the predictors which were found to be 

significant (PC1). RMSE during calibration was found to be 259.30 kg/ha but on the other hand, RMSE during 

calibration was found to be 423.18 kg/ha. nRMSE value during calibration was 13.17% and that of validation was 

26.56%. MBE at calibration stage and validation stage was found near to 0 and 118.86 kg/ha respectively. Decrease 

in R2 value and increase in errors (RMSE, nRMSE and MBE) during validation were observed. SMLR-WI model 

performed consistently during calibration and validation. The error percentage ranged from -35.91% to 28.76%. 

Graphical analysis of predicted and observed values of yield for PCA_SMLR-WI model is shown in figure 6. 

 

Fig. 6: Observed and Predicted Yield (PCA_SMLR-WI) 
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Coefficient of determination (R2) value of Principal Component Analysis-Stepwise Multiple Linear 

Regression Model based on direct weather variables (PCA-SMLR-W) was 0.36 which indicated that approximately 

36% of the variation in soybean yield was explained by the predictors which were found to be significant (PC15). 

RMSE during calibration was found to be 472.43 kg/ha but on the other hand, RMSE during calibration was found 

to be 851.55 kg/ha. nRMSE value during calibration was 24.00% and that of validation was 53.45%. MBE at 

calibration stage and validation stage was found to be near to 0 and 652.98 kg/ha respectively. Decrease in R2 value 

and increase in errors (RMSE, nRMSE and MBE) during validation were observed. SMLR-W model performed 

consistently during calibration and validation. The error percentage ranged from -6.37% to 48.82%. Graphical 

analysis of predicted and observed values of yield for PCA_SMLR-W model is shown in figure 7. 

 

 

 

Fig. 7: Observed and Predicted Yield (PCA_SMLR-W) 

0

500

1000

1500

2000

2500

3000

3500

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Yi
el

d(
kg

/h
a)

Year

Observed and Predicted Yield (PCA_SMLR-W)

Predicted

Observed



 

International Conference on Mathematical 
Models, Statistics and Applications  

20-21 October 2023 

 
 

11 
 

Table 1: Quantitative measures obtained using SMLR models during calibration and validation 

Model Equation R2 MBE RMSE nRMS
E 

EF 

Calibration 

SMLR-WI Y = - 15138.3 + 102.5 * Z31 + 1.5 * Z381 0.87 -0.02 215.74 10.96 0.84 

SMLR-W Y = 7615.3 + 399.7 * Tmax41_PM - 
655.9 * Tmin38_S - 31.907 * RHII37_S 
-   319.7 * Evap39_S + 203.2 * 
WV39_S -111.6 * Evap29_V + 0.9 * 
Rain30_V 

0.99 0.02 41.20 2.09 0.99 

PCA-SMLR-WI Y = 1917.2 + 103.2 * PC1; 

No of PC’s: 11 

0.81 0.00 259.30 13.17 0.76 

PCA-SMLR-W Y = 2024.04 + 204.5 * PC15; 

No of PC’s: 19 

0.36 0.00 472.42 24.00 -0.73 

Validation 

SMLR-WI Y= - 15138.3 + 102.5 * Z31 + 1.5 *Z381 0.01 379.35 581.41 36.49 -2.08 

SMLR-W Y = 7615.3 + 399.7 * Tmax41_PM -
655.9 * Tmin38_S - 31.9 * RHII37_S -   
319.7 * Evap39_S + 203.2 * WV39_S -
111.6 * Evap29_V + 0.9 * Rain30_V 

0.01 443.32 583.07 36.59 -5.77 

PCA-SMLR-
WI 

Y = 1917.2 + 103.2 * PC1; 

No of PC’s: 11 

0.35 118.86 423.18 26.56 -11.02 

PCA-SMLR-W Y = 2024 + 204.4 * PC15; 

No of PC’s: 19 

0.00 652.98 851.55 53.45 -2.81 

Where, G = Germination, V = Vegetative, F = Flowering, Pod = Pod development, S = Seed development, PM = 

Plant maturity 
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Fig. 8: Observed and Predicted Yield (ANN-WI) 
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During the development of artificial neural network based on direct weather variables model (ANN-W), the value of 

coefficient of determination (R2) and RMSE during calibration was found to be 0.73 and 315.75 kg/ha respectively. 

found to be -2.49 kg/ha and 24.08 kg/ha respectively. 

 

Fig. 9: Variable importance of ANN-WI model. 

R2 value during validation was found to be 0.95 with RMSE value of 83.52 kg/ha. nRMSE value during 

calibration and validation was found to be 16.04% and 5.24% respectively. MBE at calibration stage and validation 

stage was Increase in R2 value and decrease in errors (RMSE, nRMSE and MBE) during validation were observed. 

The performance of model was good during calibration but excellent during validation. Error percentage ranged 

from -12.30% to 2.40%. Graphical analysis of predicted and observed values of yield for ANN-W model is shown in 

figure 10. The variable importance of ANN-W (10 most important indices) depicted in figure 11. 

 

Fig. 10: Observed and Predicted Yield (ANN-W) 
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Fig. 11: Variable importance of ANN-W model 
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Fig. 12: Observed and Predicted Yield (PCA_ANN-WI) 

Fig. 13: Variable importance of PCA_ANN-WI model 
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was found to be 0.99 with RMSE value of 54.35 kg/ha. nRMSE value during calibration and validation was found to 

be 7.16% and 3.41% respectively. MBE at calibration stage and validation stage was found to be 98.29 kg/ha and 

47.80 kg/ha respectively. Increase in R2 value and decrease in errors (RMSE, nRMSE and MBE) during validation 

were observed. Error percentage ranged from -6.93% to 2.14%. Graphical analysis of predicted and observed values 

of yield for PCA_SMLR-W model is shown in figure 14.The variable importance of PCA_ANN-W (10 most 

important indices) depicted in figure 15. 

 

Fig. 14: Observed and Predicted Yield (PCA_ANN-W) 

 

Fig. 15: Variable importance of PCA_ANN-W model 
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Table 2: Quantitative measures obtained using ANN models during calibration and validation 

Model   No. of hidden Neurons R2 MBE RMSE nRMSE EF 

Calibration 

ANN-WI 3 0.86 -110.82 246.95 12.54 0.83 

ANN-W 4 0.72 -2.49 315.75 16.04 0.72 

PCA-ANN-WI 3; No of PC’s: 11 0.74 -150.73 360.69 18.32 0.63 

PCA-ANN-W 13; No of PC’s: 19 0.95 19.32 141.04 7.16 0.94 

Validation 

ANN-WI 3 0.99 1.50 36.59 2.30 0.99 

ANN-W 4 0.95 24.08 83.52 5.24 0.93 

PCA-ANN-WI 3; No of PC’s: 11 0.88 -109.75 172.83 10.85 0.71 

PCA-ANN-W 13; No of PC’s: 19 0.99 25.18 54.35 3.41 0.97 

 

IV.    Discussion 

All the developed models were compared based on the R2 and nRMSE values provided in Table 3. Based on the 

table values SMLR-W and PCA-ANN-W model were found to be excellent during calibration, while SMLR-WI, 

PCA-SMLR-WI and ANN-WI performed good. During the validation stage PCA-ANN-W again performed 

excellent, becoming the best model for soybean prediction compared to other models in the study region. The 

overall ranking based on the performances of the models can be given as: PCA-ANN-W > ANN-WI > SMLR-W > 

SMLR-WI ≈ PCA-SMLR-WI > ANN-W > PCA-ANN-WI > PCA-SMLR-W. The study results indicated that PCA-

ANN-W and ANN-WI model performed well for the study region. Similar findings by Mishra et al. (2017) were 

observed that the ANN can be more accurate and practical for yield prediction than the SMLR technique. These 

findings were also in line with the study done by Aravind et al. (2022), Kumar (2019) and Setiya et al. (2022) which 

concluded that the performance of ANN was better as compared to other models. 
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Table 3: Cross comparison of the model performances based on R2 values 

Model/Performance 
R2

cal R2
val nRMSEcal nRMSEval 

SMLR-WI 
Good Poor 

Good Poor 

SMLR-W 
Excellent Poor 

Excellent Poor 

PCA-SMLR-WI 
Good Poor 

Good Poor 

PCA-SMLR-W 
Poor Poor 

Fair Poor 

ANN-WI 
Good Excellent 

Good Excellent 

ANN-W 
Fair Excellent 

Good Excellent 

PCA-ANN-WI 
Fair Good 

Good Good 

PCA-ANN-W 
Excellent Excellent 

Excellent Excellent 

 

V.  Conclusion 

In the present study, eight multivariate models were examined for soybean yield prediction based on different 
weather variables. The results revealed that the performance of PCA-ANN-W model was found to be best compared 
to other multivariate models considered in this study. The next best model was ANN-WI. Thus, it can be concluded 
from the present findings that PCA-ANN-W and ANN-WI were the best model for yield prediction of soybean in 
Pantnagar compared to SMLR-WI, SMLR-W, PCA-SMLR-WI, PCA-SMLR-W, ANN-W and PCA-ANN-WI 
models. 
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