
Ms. Prajakta V. Shintre, 2024, 12:3 

ISSN (Online): 2348-4098 

ISSN (Print): 2395-4752 

 

 

 

© 2024 Ms. Prajakta V. Shintre. This is an Open Access article distributed under the terms of the Creative Commons Attribution 

License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, 

provided the original work is properly credited. 

International Journal of Science, 
Engineering and Technology 

An Open Access Journal 

Visionary Diagnosis: Deep Learning Approach with 

VGG16 and Image Net for Eye Disease Classification 
Ms. Prajakta V. Shintre 

Computer Science & Engineering 

Chhatrapati Shivaji Maharaj University, Panvel, Navi Mumbai. 

 

I. INTRODUCTION 
 

Diseases in retina images, along with retinopathy 

detection of diabetes patients, age-related macular 

degeneration, and glaucoma, are leading causes of 

vision impairment and blindness worldwide—the 

detection and proper intersection in judge mental 

for preventing irreversible vision loss and improving 

patient outcomes [13].  

 

Traditional methods of diagnosing retinal diseases 

rely heavily on manual examination by 

ophthalmologists, which can be time-consuming, 

subjective, and prone to human error.  

 

In recent years, developments in deep learning 

techniques have paved the way for automated and 

accurate analysis of retinal images, offering a 

possibility to revolutionize the field of 

ophthalmology. 

 

 

II. RELATED WORK 
 

Previous research has discovered various deep 

learning strategies for retinal disease detection, 

which also include convolutional neural networks 

(CNNs), recurrent neural networks (RNNs), and 

hybrid models [8][13].  

 

Among these, CNNs have developed as particularly 

effective for analyzing medical pictures due to their 

ability to automatically learn tree-like structures 

from basic pixel data.  

 

Several studies have demonstrated the efficacy of 

pre-trained CNN models, such as VGG16, ResNet, 

and Inception, in accurately detecting retinal 

diseases from fundus images [14]. It has shown 

promise in improving model performance and 

generalization. 

 

 

Abstract- Globally, retinal disease represents a considerable risk to vision health, emphasizing the critical need 

for current strategies to ensure effective treatment. Recently, deep learning methods have shown promise in 

automating the detection and diagnosis of retinal diseases from medical images. The paper explores the pre-

trained VGG16 convolutional neural network (CNN) architecture, originally trained on the ImageNet dataset, for 

categorizing eye disease from fundus images. After calculating the working of the VGG16 model in 

distinguishing between healthy and diseased retinas and analyzing those results with another deep learning 

design for medical figures or image examination used in general [8]. Our findings demonstrate the strength of 

the VGG16 model in accurately identifying retinal diseases, highlighting its potential as a helpful appliance for 

early disease classification and scientific decision support [15]. 

 

Keywords- Retinal disease detection, deep learning, VGG16, ImageNet, convolutional neural networks, the study 

of medical images. 



 Ms. Prajakta V. Shintre.  International Journal of Science, Engineering and Technology, 

 2024, 12:3 

 

2 

 

 

III. LITERATURE REVIEW 
 

The literature survey on eye disease recognition 

using deep learning includes various learning 

methods, techniques, analysis of data, and metrics 

associated with this app of deep learning 

techniques in solving retinal diseases. 

 

Introduction to provide details of retinal diseases 

such as diabetic retinopathy, age-related macular 

degeneration, and glaucoma. The significance of 

detection for medication. Deep learning represents 

a path for automated disease detection of eye 

images. 

 

Talk about distinct deep learning structures used in 

retinal disease detection using convolutional neural 

networks (CNN), frequent neural networks (RNN), 

and alternatives like ResNet, VGG, Inception, etc. to 

represent how these structures are converted and 

modified for retinal images studies. 

 

Figure out the structures of these datasets, 

involving image design, size, and classification. 

 

The various technologies worked in deep learning-

based retinal disease detection. Involves prior 

processing methods image resizing, data 

augmentation, convert learning method, and 

resemble technique. 

 

The execution metrics used to solve the 

effectiveness of deep learning models in retinal 

disease detection i.e. reactivity, accuracy, the area 

below receiver utilizes classification curve (AUC-

ROC), definiteness, and perfection. Analyzing the 

various models and underlines the advantages and 

disadvantages. 

 

The confrontation and restrictions related to 

current deep learning approaches in retinal disease 

detection as an effect, universality across the 

community, and in datasets. 

 

Underline today’s field such as integration of 

different ways images, domain adaptation 

techniques, and use of awareness methods in deep 

learning models for advanced disease detection. 

Talk about possible future studies ways, including 

the evolution of explainable AI models and the 

integration of medical context automated detection 

techniques. 

 

Conclusion of key discovery from the literature 

survey and indicate the status of deep learning in 

advancing the way of eye disease detection. The 

deduction of medical trial and well-being for 

patients. 

 

IV. METHODOLOGY 
 

Now we will focus on the VGG16 architecture, for 

its simplicity and effectiveness in the image 

classification of healthy and diseased patients [9]. 

The training of the VGG16 model gave in advance 

on the ImageNet dataset, a vast collection of 

millions of images categorized into thousands of 

distinct classes.[8]  

 

We utilize transfer learning by refining the pre-

trained VGG16 model with a dataset of retinal 

fundus images annotated for diverse disease 

conditions. This dataset is segregated into training, 

validation, and test subsets to streamline between 

model training and performance assessment [11]. 

 

 
Figure 1: The structure of the eye 

 

As per the World Health Organization, if the blood 

plasma sugar of a Patient exceeding 7.0 mmol/L is 
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diagnosed with diabetes mellitus, including 

Diabetic Retinopathy (DR). Elevated blood glucose, 

known as hyperglycemia, harms blood vessels and 

nerve cells, resulting in complications such as 

kidney, heart, brain, and ocular damage [8]. Retinal 

complications resulting from damage to retinal 

blood vessel walls are termed diabetic retinopathy 

(DR). According to Abramoff et al., DR is a 

prominent contributor to vision impairment in 

adults. Hyperglycemia-induced damage to retinal 

vessel walls can result in two conditions: ischemia 

or diabetic macular edema (DME) [8]. Ischemia 

Involves the emergence of fragile new blood 

vessels, which might rupture, leading to severe 

hemorrhages that obstruct vision or result in 

permanent sight loss. Neovascularization, known as 

proliferative diabetic retinopathy, arises from this 

condition [8]. When the blood-retinal barrier is 

compromised, fluid leakage occurs, affecting 

central vision. This condition, termed diabetic 

macular edema (DME), may also result in 

photoreceptor damage. DME stands for the primary 

cause of vision impairment in individuals with 

diabetes. Figure 2 depicts a retinal fundus image 

showcasing DME, featuring hemorrhages, exudates, 

and microaneurysms [8]. 

 

 
Figure 2: Diabetic Retinopathy 

 

1. Data Collection 

Gather a comprehensive dataset containing a 

variation of healthy states and various diseased 

conditions. Ensure meticulous annotation with 

precise labels to facilitate effective categorization 

and analysis.  

Consider factors like image resolution, color 

balance, and variations in lighting conditions of 

generation of representative dataset [11]. 

 

2. Data Preprocessing: 

Apply preprocessing techniques to prepare the 

dataset for training. These preprocessing steps may 

involve standardizing Image size to ensure uniform 

input dimensions, normalizing pixel values to 

improve consistency, and mitigating any artifacts or 

noise. It's crucial to confirm that these 

preprocessing techniques enhance the quality of 

the input data without introducing any biases. 

 

3. Data Augmentation 

 Augment the dataset using techniques such as 

rotation, scaling, and flipping. This artificially 

increases the diversity of the training set, helping 

the model generalize better. Balance augmentation 

to maintain the distribution of classes in the 

dataset. 

 

 
Fig 3: Methodology of retinal Image disease 

detection 
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4. Model Deployment 

Implement the proposed CNN architecture for 

retinal disease classification. It involves setting up 

the layers and activation functions and 

incorporating any pre-trained models if transfer 

learning is employed. 

 

Explore a range of architecture and 

hyperparameters through experimentation to 

maximize the model performance. 

 

5. Training 

Using the training dataset, we should train while 

monitoring the loss function on the validation set 

to prevent overfitting. Experimental results with 

dissimilar combinations of epochs, batch size, and 

learning rate to determine optimal settings. 

 

6. Evaluation 

Evaluate the trained model on a separate testing 

dataset to determine its performance. Use 

predefined evaluation metrics such as accuracy, 

precision, recall, F1-score, and AUC-ROC. 

 

Analyze the overall performance and class-specific 

metrics, especially considering the imbalanced 

nature of medical datasets. 

 

7. Hyperparameter Optimization 

Optimize hyperparameters according to the 

evaluation outcomes, which may entail modifying 

learning rates, dropout rates, or layer 

configurations[12]. Employ methods like grid search 

or random search to conduct efficient 

hyperparameter tuning. 

 

8. Interpretability Techniques 

Incorporate interpretability methods to improve 

comprehension of the decision-making process. It 

could involve attention mechanisms, feature 

visualization, or saliency maps. Choose techniques 

that provide insights into the areas of the retinal 

images influencing the model's predictions. 

 

9. Validation and Testing 

Utilize a validation set throughout model training 

for hyperparameter tuning decisions. Conduct a 

final evaluation of the set to ensure impartial 

assessment. Avoid using information from the 

testing set for any training or tuning decisions. 

 

10. Scalability and Deployment 

Guarantee the model’s adaptability for deployment 

across various healthcare environments. Accounts 

for factors like computational resources, model size, 

and inference speed. Customize the model for 

continuous integration into established healthcare 

systems or telemedicine platforms. 

 

11. Documentation 

Document the entire methodology, including data 

sources, preprocessing steps, model architecture, 

hyperparameters, and evaluation results. Clear 

documentation enhances reproducibility and 

facilitates collaboration with other researchers or 

healthcare professionals. 

 

12. Ethical Considerations 

Handle ethical anxieties regarding data privacy, 

patient consent, and potential biases in model 

predictions [11]. Integrate strategies to guarantee 

fairness and transparency in the growth and 

deployment phases of the model. 

 

By following this methodology, they develop a 

robust and effective deep learning model for 

automated retinal disease classification, ensuring 

thorough evaluation and consideration of ethical 

implications. Based on theses updates the ongoing 

analysis of results and advancements in the field. 

 

 
Figure 4: Retinal disease classification system 

architecture 

 

V. Experimental Results 
 

We assess the VGG16 model’s efficacy in detecting 

retinal disease by employing standard evaluation 

metrics like accuracy, specificity, and the  
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area under the receiver operating characteristic 

curve (AU-ROC) [8]. Our findings indicate that the 

VGG16 model proficiently discerns between healthy 

and diseased retinas, delivering equivalent 

performance to cutting-edge methods. 

Additionally, we conduct comparative examinations 

with alternative deep learning architectures to their 

respective advantages and limitations. 

 

Table 1: Evaluation Model of Healthy, red and 

colored images results 

Type of Images Test loss Test Accuracy 

Healthy images 1.06 0.73 

Redfree 128-

pixel images 

0.71 0.51 

Redfree 1024-

pixel images 

0.68 0.53 

Colored 

images 

0.69 0.50 

 

 
Figure 5: Baseline Model Accuracy & epoch 

 

Discussion 

Our findings emphasize the conquest of leveraging 

the VGG16 architecture, initially trained on the 

ImageNet dataset, for automated retinal disease 

detection. The model consistently performs well 

across diverse disease conditions, demonstrating its 

adaptability and ability to generalize effectively. 

Nonetheless, there's a need for constant 

exploration into technique-enhancing model 

interpretability, data augmentation, and transfer 

learning strategies to optimize performance in 

clinical scenarios. 

 

VI. CONCLUSION  
 

In summary, this paper gives deep techniques, 

specifically of the VGG16 architecture trained on 

the ImageNet dataset, to identify retinal diseases 

from fundus images. Our results highlight the 

capacity of deep learning models to streamline the 

analysis of retinal diseases, leading to timely 

interventions and enhanced patient outcomes. 

Future research avenues could explore ensemble 

models, multi-model fusion techniques, and 

scalable solutions to promote widespread clinical 

integration. 
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