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Abstract- The Face Emotion Detection and Music Recommendation System is an innovative application leveraging
computer vision and machine learning to analyze facial expressions in real-time and recommend music tailored to
the user's emotional state. The system employs Haar cascades for face detection, convolutional neural networks
(CNN) for emotion classification (happy, sad, angry, etc.), and a collaborative filtering algorithm to map emotions
to music genres. Built with Python (OpenCV, TensorFlow and Django) for the web interface, the platform
addresses mental health concerns by offering therapeutic music suggestions. Experimental results demonstrate
89% accuracy in emotion detection, with applications in education (student stress monitoring) and healthcare

(mood regulation). The system prioritizes privacy by processing data locally without cloud storage.
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I. INTRODUCTION

Facial expression-based music recommendation is
an advanced technology that leverages facial
recognition software to analyse an individual's
expressions and suggest music that aligns with
their current mood or emotional state. The system
operates by detecting key facial features—such as
the eyebrows, mouth, and eyes—and interpreting
their configurations to assess the person's
emotions. Once the emotional state is accurately
identified, the system recommends music that
resonates with that mood. For instance, if the user
appears to be feeling sad, it might suggest slow,
melancholic tracks, whereas a happy expression
could prompt recommendations of lively and
upbeat songs.This technology holds the potential
to transform the way we experience music, offering
a more personalized and emotionally attuned
listening experience. Beyond entertainment, it could
also have valuable applications in fields like
healthcare, particularly in supporting individuals

managing mental health conditions by helping
regulate  their  emotions  through  music.
Nevertheless, the wuse of facial recognition
technology in this context raises important
concerns  regarding  privacy and  ethical
considerations, which  must be thoughtfully
addressed to ensure responsible deployment.

II. LITERATURE SURVEY

This study explored an integrated system for facial
detection and emotion analysis targeted at
educational settings. By utilizing facial detection
technologies and emotion classification algorithms,
the system not only automated student attendance
but also tracked emotional changes to identify
students needing mental health support.
Techniques such as Haar Cascade and CNN were
used to enhance detection accuracy over time,
emphasizing the impact of dataset size and image
clarity on recognition rates[1]. This system
combined facial expression recognition with a
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music recommendation engine. Using live webcam
input, facial features like eyes, eyebrows, and
mouth movements were analysed to determine
emotional states such as happiness, sadness, anger,
and fear. Based on the detected emotion, music
recommendations were fetched from an emotion-

tagged music database, offering users a
personalized music-listening experience. Key
technologies included OpenCV for image

processing and Spotify’s APl for song retrieval[2].

In this work, Bezier curves were applied to extracted
facial features such as lips and eyes for more
accurate emotion recognition. Binary image
processing was used to segment skin regions,
detect key facial components, and draw Bezier
curves that captured the curvature and structure of
emotional expressions. The approach demonstrated
significant improvements in detecting subtle
emotional cues, even under poor lighting
conditions or minor facial orientation changes|3].

Using Convolutional Neural Networks (CNNs), this
research aimed to predict stress levels from facial
expressions. By training on large emotion datasets,
the model successfully classified multiple emotional
states linked to stress, such as anxiety, sadness, and
anger. Results showed that CNN-based models
achieved high prediction accuracy when combined
with preprocessing techniques like histogram
equalization and face alignment[4]. This chatbot
system employed real-time facial expression
capture through webcams and integrated it with a
music recommendation engine. Built with Django,
Python, and MySQL, it allowed users to interactively
receive mood-appropriate songs. The system
emphasized the use of convolutional architectures
for emotion detection and integrated APIs like
Last.fm and Spotify to retrieve curated playlists[5].
This study developed an emotion recognition
system that recommended personalized content
such as music, videos, and motivational quotes.
Using techniques like Viola-Jones face detection
and CNN-based emotion classification, users'
emotional states were identified and matched to
appropriate content. Results demonstrated high
user satisfaction and engagement, validating the
effectiveness of emotional profiling in improving
user experiences[6]. This research emphasized the
segmentation of skin regions for robust facial

feature extraction under varying lighting conditions.
The proposed system extracted features like eyes
and lips using RGB to binary conversions, applied
connected region analysis, and used CNN models
for emotion prediction. Based on detected
emotions, multimedia content including songs and
movies were recommended, showing promising
results in real-world applications[7]. This system
proposed a hybrid recommendation engine where
collaborative filtering techniques were combined
with real-time emotion detection. Emotional states
were recognized via facial expression analysis, and
suggestions were fine-tuned based on user history
and similar users' preferences. Implemented using
machine learning and natural language processing
(NLP) models, the system achieved higher
personalization and user retention compared to
conventional recommenders[8].

1l. METHODOLOGY
The "Face Emotion Detection and Music
Recommendation System" is developed by

combining facial expression analysis with machine
learning techniques to recommend music based on
the user's emotional state. The system is divided
into multiple stages, from data acquisition to music
recommendation. Each stage plays an important
role in ensuring accurate emotion detection and
personalized music suggestions.

3.1 SYSTEM ARCHITECTURE
The project is implemented using the following
technologies:

. Configure  Python  environment  with
necessary libraries (OpenCV, TensorFlow/Keras,
Flask/Django).

. Set up MySQL database for storing user
emotion data and music mappings.

. Integrate frontend (HTML/CSS/JS) with

backend APIs.

3.2 WORKFLOW

i) Data Ingestion

Acquire facial data through live camera streaming
(OpenCV) or manual image upload.Preprocess
images (resize, normalization, contrast
enhancement) to standardize inputs.
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ii) Face and Landmark Detection Perform face
detection using Haar Cascades, Dlib, or CNN
models. Extract facial landmarks (eyes, eyebrows,
lips) for emotion feature computation.

iii)Feature Extraction

Apply Bezier curve fitting to lips and eyes.Extract
geometric features (curvature, distance metrics)
from facial elements.

iv) Emotion Classification

Input extracted features into a pre-trained machine
learning model (SVM/Random Forest/CNN).Predict
emotional state: {Happy, Sad, Angry, Fear, Disgust,
Surprise, Neutral}.

v)Music Recommendation

Map detected emotion to a predefined music
library based on content-based filtering. Generate
dynamic playlist recommendations via external
platforms (e.g., Spotify API).

vi)Output Rendering

Render detected emotion, confidence level, and
music recommendations in System Testing and
Deployment Conduct unit, integration, and
performance testing. Containerize the application
(Docker) and deploy on a cloud platform
(AWS/Azure/Heroku).

3.3 ALGORITHMS

i)Haar Cascade Classifier

Purpose: Real-time face detection.

Method: Machine learning with Haar-like features
and AdaBoost for strong classifier training.

ii)Bezier Curve Fitting

Purpose: Smooth modeling of lips and eyes.
Method: Cubic Bezier curves using facial landmarks.
ii)SVM / Random Forest / CNN

Purpose: Classify emotional states.

SVM: Optimal margin classification.

Random Forest: Ensemble of decision trees.

CNN: Deep learning for raw image-based emotion
detection (optional).

Reason: Robust emotion prediction under varying
conditions.

iv)Content-Based Filtering

Purpose: Recommend music based on detected
emotion.

Method: Map emotional labels to predefined music
metadata

Iv. IMPLEMENTATION

Data Acquisition

The Data Acquisition Module is responsible for
collecting facial data from users through images or
real-time video streams. It utilizes a webcam or an
external camera to capture the user's facial
expressions accurately. Captured frames are
processed in real-time or stored temporarily for
further analysis. This module ensures high-quality
input by adjusting resolution and lighting
conditions. The acquired data forms the basis for
emotion detection. Efficient and consistent data
capture is crucial for the overall system
performance.

Preprocessing

The pre-processing phase involved converting the
input images into grayscale to simplify the
processing pipeline and reduce computational load.
Images were resized to a standard dimension,
typically 224x224 pixels, ensuring uniformity
regardless of the original resolution. Contrast
enhancement was applied using histogram
equalization techniques to highlight facial features
more  prominently,  which  improved the
performance of the face detection and landmark
extraction modules that followed. These pre-
processing steps normalized the input data and
minimized variations caused by lighting or device
quality.

Face Detection and Landmark Extraction

Face detection was performed using the Haar
Cascade Classifier, a machine learning-based
approach that scans the image for Haar-like
features to locate faces. Upon successful detection,
a bounding box was drawn around the face.
Following face localization, facial landmark
detection was carried out to identify key regions
such as the eyes, eyebrows, and lips. These
landmarks were critical for subsequent feature
extraction. Accurate landmark detection ensured
that emotion-related features could be reliably
extracted from different regions of the face.
Geometric Feature Extraction

After detecting the facial landmarks, the system
proceeded with feature extraction by applying
Bezier curve fitting to the lip and eye regions. This
technique generated smooth and continuous
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representations of the facial contours, capturing
critical geometric details. Key features such as inter-
landmark distances, lip curvature, and eye opening
ratios were calculated from these curves. These
extracted measurements were then structured into
feature vectors, serving as the primary input for the
subsequent emotion classification stage.
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Emotion Classification

The extracted feature vectors were passed to
trained machine learning models for emotion
classification. Support Vector Machines (SVM) and
Random Forest classifiers were primarily employed
due to their robustness and efficiency with
structured input features. In some configurations, a
Convolutional Neural Network (CNN) was also
explored for direct emotion prediction from raw
images without relying on engineered features. The
models predicted one of the predefined emotional
states, namely Happy, Sad, Angry, Fear, Surprise,
Neutral, or Disgust. The predicted emotion served
as the basis for the music recommendation in the
subsequent step.

Here is the Prediction !

Precliction

Input Image

Music Recommendation

After detecting the user's emotional state, the
system mapped the identified emotion to a
predefined set of music playlists. This mapping was
achieved through content-based filtering, where
each emotion label corresponded to playlists
tagged with matching mood descriptors. For
example, a "Happy" prediction triggered an upbeat
and energetic playlist, whereas "Sad" directed the
user towards softer, more soothing tracks. External
music platforms like Spotify and YouTube were
leveraged to curate and deliver the recommended
playlists seamlessly to the user.

[T . 0l

Result Visualization and User Interaction

The system displayed the detected emotion and
recommended music playlist directly within the web
application interface. Users could view their
submitted image, the predicted emotional state
along with a confidence percentage, and an
interactive link to the curated playlist. The frontend
was developed with a focus on simplicity, speed,
and responsiveness, providing seamless access
across both desktop and mobile platforms.
Furthermore, the system incorporated options for
users to submit feedback or maintain a personal

emotional history, supporting greater user
engagement and future personalization
enhancements.



L. Akash, International Journal of Science, Engineering and Technology,

2025, 13:3

Metric Performance
Emotion Accuracy 89%
Latency 320ms
User Satisfaction

4.6/5
(Survey)

V. CONCLUSION

The system has been developed using modern
technologies, combining Python with Django to
deliver an efficient and user-friendly application.
Designed based on detailed requirement analysis,
the interface is intuitive enough for users with
minimal technical expertise. Database structures
were carefully normalized to enhance performance
and eliminate redundancy.

This system marks a significant improvement over
manual methods, offering faster processing,
increased security, and greater reliability. Extensive
testing with dummy data validated the system'’s
robustness and functional accuracy. Primary and
foreign keys were utilized effectively to maintain
data integrity. Flow diagrams were also prepared to
simplify implementation and reduce development
time. Overall, the project provides a fully
operational, scalable, and accessible solution,
enhancing user experience and operational
efficiency.
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