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I. INTRODUCTION 
 

The emergence of social media sites like Facebook, 

Instagram, and Twitter in recent years has changed 

how individuals exchange information and 

communicate.  Although these platforms have 

resulted in many beneficial improvements, they 

have also turned into havens for cyberbullying, 

which is the practice of intimidating, harassing, or 

degrading someone online.  Cyberbullying is more 

common and harmful than traditional bullying since 

it may occur at any time and reach a worldwide 

audience.  Therefore, it is now crucial to identify 

and address cyberbullying in order to create safer 

online spaces, particularly for marginalized 

communities and adolescents. It is nearly hard to 

manually monitor the millions of online exchanges 

that occur every day.  As a result, there is a greater 

demand than ever for automated systems that can 

precisely identify cases of cyberbullying. Through 

the analysis of textual content and the classification 

of dangerous behavior patterns, Natural Language 

Processing (NLP) and Machine Learning (ML) 

approaches present viable answers.  But creating 

effective models necessitates navigating the 

intricacies of slang, sarcasm, casual language, and 

the delicate subject matter of age, gender, race, and 

religion. 

 

Using Streamlit, an open-source Python toolkit for 

creating interactive web apps, this project presents 

a Cyberbullying Tweet Recognition System. 

 

Age, Ethnicity, Gender, Not Cyberbullying, Other 

Cyberbullying, and Religion are the six categories 

into which the system is intended to classify tweets.  

It uses advanced text preprocessing methods like 

lemmatization, stemming, tokenization, and 

Stopword removal.  A Support Vector Machine 

(SVM) classifier is used to train the model, and TF-

IDF vectorization is used to extract features.  The 

system also has two modes of operation: bulk 

analysis for uploaded datasets and real-time single 

tweet analysis. 
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In addition to detection, the system has an admin 

panel for managing datasets, retraining models, 

and assessing performance via metrics dashboards 

and confusion matrices.  Additionally, it provides 

group tendency analysis, spotting new trends in 

cyberbullying over time.  In order to support 

researchers, social media moderators, and 

legislators in their attempts to stop cyberbullying 

and encourage healthier online interactions, this 

program seeks to offer a scalable, effective, and 

user-friendly solution. 

 

II. EXISTING RESEARCH 
 

In order to identify cyberbullying, researchers have 

investigated a number of strategies over the last 

ten years, mostly concentrating on deep learning 

models, supervised machine learning, and lexicon-

based techniques.  Simple bag-of-words (BoW) 

models and keyword-based detection were the 

mainstays of early research, which categorized text 

according to the presence of dangerous or 

offending terms.  These techniques were simple to 

use, but they had a high false positive rate since 

they lacked contextual awareness and frequently 

misclassified harmless content that contained 

specific keywords.  These oversimplified models 

were unable to account for the subtleties of 

language, irony, and implied bullying that are 

common in contemporary social media 

conversations. 

 

Support Vector Machines (SVMs), Random Forests, 

and Logistic Regression classifiers were introduced 

along with advanced feature extraction methods 

like TF-IDF and word embeddings (e.g., Word2Vec, 

GloVe) as machine learning progressed.  Even while 

these models increased detection accuracy by 

taking textual patterns and semantic linkages into 

account, they were still unable to handle the 

informal and dynamic nature of online discourse.  

When applied to real-world, large-scale social 

media data, the models were less robust because 

many of the research datasets were small and 

diverse.  Additionally, these models frequently 

ignored the multifaceted nature of cyberbullying 

across many categories including gender, religion, 

and ethnicity, treating cyberbullying detection as a 

binary classification (bullying vs. non-bullying). 

 

Convolutional neural networks (CNNs), recurrent 

neural networks (RNNs), and transformers like BERT 

are examples of deep learning models that have 

been used in recent years for cyberbullying 

detection tasks.  Sarcasm, context, and sequential 

patterns in language are all better captured by 

these models.  Deep learning models do have 

certain drawbacks, though, such as the need for 

large datasets for training, high processing costs, 

and a tendency to act as "black boxes," providing 

limited interpretability.  They are also unworkable 

for lightweight, real-time web applications like the 

one this research proposes since, despite their 

sophistication, they occasionally only slightly 

outperform simpler models when datasets are small 

or noisy.  As a result, developing fair, effective, and 

comprehensible cyberbullying detection methods is 

still crucial. 

 

III. PROPOSED SYSTEM 
 

By proposing a useful, scalable, and interpretable 

solution for Twitter cyberbullying detection, the 

suggested approach overcomes many of the 

drawbacks noted in earlier studies.  The technology 

guarantees that even small to moderately sized 

datasets may be used to train precise models by 

fusing conventional machine learning methods with 

effective text preprocessing.  In contrast to black-

box deep learning models, our method makes use 

of a Support Vector Machine (SVM) classifier with 

TF-IDF vectorization, which enables quicker training, 

less expensive computing, and more interpretable 

output.  In a web application setting, this design 

decision guarantees that the system is not just 

lightweight but also efficient for real-time 

predictions. 

 

Our system's six-category classification scheme, 

which goes beyond straightforward binary 

classification, is one of its main advances.  The 

method offers a deeper knowledge of the nature of 
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online harassment by identifying several forms of 

cyberbullying, such as those based on age, 

ethnicity, gender, religion, and other factors.  

Depending on the kind of prejudice or abuse found, 

this granularity allows moderators, researchers, and 

policymakers to take more focused action against 

cyberbullying.  Additionally, the system 

incorporates group tendency analysis, which 

enables users to monitor new trends over time and 

identify changes in the kinds of bullying occurring 

on social media. 

 

A web-based interface created with Streamlit makes 

the system accessible and easy to use, in addition 

to its strong analytical capabilities.  Users get access 

to an admin dashboard for model administration 

and system monitoring, as well as the ability to 

analyze individual tweets and submitted datasets in 

bulk.  Without needing much technical expertise 

from the user, the system offers real-time 

predictions, simple dataset updates, confusion 

matrix display, and performance tracking.  All things 

considered, our suggested method strikes a great 

balance between functionality, usability, and 

adaptability, making it an invaluable weapon in the 

continuous battle against cyberbullying. 

 

 
(Fig 1: DataFlowchart  diagram) 

 

Advantages 

Two novel feature extraction hypotheses that have 

been successful in enhancing the detection of 

Cyberbullying are presented in this study. The 

suggested models provide a probabilistic score that 

represents the probability that a comment is 

insulting or damaging, classifying user comments as 

either bullying or non-bullying. According to 

experimental results, the detection accuracy 

increases by 4% when the new feature sets are 

included. The method is a useful tool for early 

intervention in online social networks since it is 

especially good at detecting remarks that are 

directed explicitly at peers. 

 

IV. METHODOLOGY 
 

The research uses a structured machine learning 

pipeline that combines supervised classification 

with natural language processing (NLP).  In order to 

standardize the input, a dataset of labeled tweets is 

first preprocessed using a multi-stage text cleaning 

procedure that includes lowercasing, stopword 

removal, punctuation stripping, and lemmatization.  

In order to translate unstructured tweets into 

numerical characteristics, the text is subsequently 

vectorized using TF-IDF (Term Frequency-Inverse 

Document Frequency), which captures word 

importance while removing common noise.  These 

features are used to train a linear kernel SVM 

(Support Vector Machine) classifier, which 

capitalizes on its success in high-dimensional text 

classification problems.  Age, Ethnicity, Gender, 

Religion, Other, and Non-cyberbullying are the six 

categories of cyberbullying that the model can 

accurately identify with 82.9% accuracy. 

 

The system uses a modular architecture for 

deployment: functions.py contains the 

preprocessing and prediction logic, and webapp.py, 

a web application built using Streamlit, offers an 

interactive user interface.  The application has an 

admin dashboard for model retraining and 

performance tracking, and it offers bulk CSV 

processing in addition to single-tweet analysis.  To 

ensure consistency between training and 

inference,predictions are made by loading the SVM 

model and serialized TF-IDF vectorizer.  By 

preserving all artifacts (model, vectorizer) and using 

the same preprocessing processes throughout 

development and production, the approach places 
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a strong emphasis on repeatability, which is 

essential for moral AI applications. 

 

Continuous evaluation methods are incorporated 

into the process to address variability in the real 

world.  To identify model drift, the admin 

dashboard monitors confusion matrices, accuracy 

measures, and prediction logs.  Although the 

pipeline is made to be extensible, future iterations 

could incorporate ensemble techniques or 

transformer models (like BERT) to enhance nuanced 

identification (such sarcasm or coded language), 

even though the current SVM provides good 

baseline performance.  Ethical measures are 

incorporated to reduce the possibility of system 

abuse, such as anonymizing user inputs and 

provide clear category definition.  

 

 
(Fig 2 : – System Architecture) 

 

V. MODULE DESCRIPTION 
 

Each of the main modules that make up the 

suggested Cyberbullying Detection System is in 

charge of a different aspect of the data flow, 

processing, and user interaction.  Flexibility, ease of 

maintenance, and scalability for upcoming 

advancements are guaranteed by this modular 

architecture.  A thorough explanation of each 

module can be found below: 

 

Module for Data Preprocessing 

Before the tweet text is fed into the machine 

learning model, this module is in charge of cleaning 

and preparing it.  The text is lowercased, stopwords 

are removed, punctuation is removed, URLs are 

cleaned, and words are stemmed and lemmatized, 

among other tasks.  By normalizing the data and 

eliminating noise, these procedures enhance the 

model's capacity to generalize and correctly 

categorize previously unknown data. 

 

Module for Feature Extraction 

After preprocessing, TF-IDF (Term Frequency–

Inverse Document Frequency) vectorization is used 

to convert the clean text into numerical 

characteristics.  In order to capture the significance 

of words in relation to the full corpus, this module 

transforms text into a sparse matrix.  The 

classification model can then be used with the 

vectorized data.  Since raw text cannot be used 

directly by machine learning models, this 

modification is necessary. 

 

Module for Classification and Prediction 

The machine learning classifier, which was trained 

using the Support Vector Machine (SVM) algorithm, 

is the central component of the system.  This 

module estimates the appropriate cyberbullying 

category based on vectorized input data.  Six 

groups are distinguished by the classifier: 

 

Age, Gender, Ethnicity, Not Cyberbullying, Other 

Cyberbullying, and Religion.  The module processes 

each entry and returns the corresponding 

prediction results for bulk datasets or custom input. 

 

One Module for Tweet Analysis 

With the help of this module, users can input a 

single tweet and get a prediction result right away.  

It provides real-time feedback by smoothly 

integrating the preprocessing, feature extraction, 

and prediction modules in the background.  To 

improve user comprehension, confidence messages 

and pertinent category-specific pictures are also 

shown. 

 

Module for Bulk Analysis 

 This module, which was created for studying larger 

datasets, enables users to upload a CSV or TXT file 

that contains several tweets.  It uses batch 



 Dhaneshwaran S.  International Journal of Science, Engineering and Technology, 

 2025, 13:2 

 

5 

 

 

 

preprocessing, classifies data, and produces results 

that are summarized.  Additionally, the system may 

provide downloadable reports or visual summaries 

for additional offline analysis. 

 

Module for the Admin Panel 

 Additional features available through the Admin 

Panel include the ability to upload fresh datasets, 

start model retraining, create confusion matrices for 

model assessment, and track system performance.  

With the help of this module, administrators can 

update and enhance the model over time without 

having to manually access the backend code. 

Module for Detecting Group Tendencies 

In addition to classifying individual tweets, this 

module examines patterns in a dataset as a whole 

to spot new trends like an increase in age- or 

religion-based cyberbullying.  It helps with 

proactive cyberbullying prevention, identifies high-

risk behaviors, and visualizes weekly trends. 

 

Each module is carefully interconnected, ensuring 

that users experience a smooth and powerful 

system capable of detecting and categorizing 

cyberbullying behavior efficiently. 

 

 
 

Dataset 

Age, Ethnicity, Gender, Religion, Other 

Cyberbullying, and Not Cyberbullying are  the six 

classes into which 47,692 classified tweets are 

divided in the "Cyberbullying Classification Dataset" 

from Kaggle.  A balanced depiction of actual 

cyberbullying situations is provided by the 

annotation of each tweet according to the kind of 

damaging content it includes.  The dataset is 

perfect for training supervised machine learning 

models because it contains both labels and raw 

tweet content.  Before vectorization, the text is 

cleaned using preprocessing techniques like 

lowercasing, stopword removal, and lemmatization 

to make sure the model concentrates on significant 

patterns rather than noise. 

 

Dataset Characteristics & Challenges 

There is class imbalance in the dataset, with 

somewhat more samples in certain categories (such 

"Religion") than in others.  Even if the disparity is  

moderate, model fairness could be further 

enhanced by methods such class weighting or 

oversampling.  The preprocessing pipeline uses NLP 

and regex-based cleaning to address the 

misspellings, slang, and informal language found in 

the tweets.  Identifying subtle contextual bullying, 

like sarcasm, and managing confusing situations 

where tweets may fall under more than one 

category are challenges.  To boost generality, future 

improvements can include adding more non-

English tweets or artificial samples to the collection. 

  

Output and Result 

The Streamlit-based interface of the system offers 

user-friendly results for bulk and single-tweet 

analysis. The anticipated cyberbullying category (for 

example, "Religion") is displayed for single-tweet 

input, along with a caution flag and a confidence 

score. A summary table with category-wise counts 

is produced by bulk CSV processing, which also 

enables result export. With timestamps for 

auditability, the admin panel uses confusion 

matrices and accuracy measures to visualize 

performance. 

 

Hardware and Software Requirements 

• System  :   Pentium IV 2.4 GHz. 

• Hard Disk  :   40 GB. 

• Floppy Drive :   1.44 Mb. 

• Monitor            :   14’ Colour Monitor. 

• Mouse  :   Optical Mouse. 

• Ram  :   512 Mb. 
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Software Requirements: 

• Operating system  :   Windows 7 Ultimate. 

• Coding Language  :   Python. 

 

VI. CONCLUSION 
 

The Cyberbullying Tweet Recognition System 

effectively illustrates the use of machine learning to 

identify offensive material in social media 

communication.  An SVM classifier combined with 

NLP preprocessing techniques (TF-IDF 

vectorization) allows the system to classify tweets  

into six categories of cyberbullying with 82.9% 

accuracy.  The modular design, which includes a 

reusable ML pipeline, a Python backend, and a 

Streamlit frontend, guarantees interpretability and 

scalability for practical implementation. 

 

Strengths and Practical Impacts 

Featuring capabilities like bulk analysis and admin-

level model maintenance, the system's strength is 

its end-to-end workflow, which takes raw text input 

and turns it into actionable predictions.  Confusion 

matrices and performance logs enable ongoing 

monitoring, which is essential for preserving model 

dependability in dynamic social media settings.  

Potential uses include instructional dashboards to 

monitor bullying patterns in schools or content 

moderation tools for social media sites like Twitter. 

 

Future Enhancements 

While multilingual support would increase its 

worldwide usefulness, using transformer-based 

models (like BERT) could further increase 

robustness by capturing subtle linguistic patterns.  

Future revisions should be guided by ethical issues, 

such as user privacy controls and bias reduction.  

This research demonstrates how AI may promote 

safer online environments by striking a balance 

between automation and human supervision for 

appropriate implementation. 
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