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I. INTRODUCTION 

 
In today’s fast-paced and technology-driven world, 
the need for intelligent systems that prioritize both 
efficiency and hygiene has become increasingly 
significant—particularly in professional and 
institutional environments. One such essential 
process is attendance tracking, which is a routine 
yet crucial activity in schools, offices, and various 
organizations. Traditionally, attendance systems 
have relied on methods such as manual logbooks, 
RFID cards, or fingerprint scanners. While these 
systems serve their purpose, they come with their 
own limitations: vulnerability to human error, risk of 
proxy attendance, and the necessity of physical 
contact with shared surfaces. 
 
To overcome these challenges, this project 
introduces a modern solution titled “SMART 
ATTENDANCE SYSTEM: Facial Recognition and 

Gesture Control using Python.” The system 
harnesses facial recognition technology to enable 
real-time, secure, and contactless login and 
attendance marking. It allows employees to register 
their details through a user- friendly web interface, 
after which their faces are encoded and stored in a 
database. Upon login, the system uses a webcam to 
detect and compare faces from the live feed against 
stored data. If a match is found, the user is 
authenticated, and their attendance is logged 
automatically— eliminating the need for manual 
intervention. 
 
Aiming to go one step further toward complete 
touchlessness, the system includes a gesture- 
controlled cursor as an additional feature. Although 
not the central part of the project, this component 
reflects the innovative spirit behind the system. By 
interpreting hand movements through the webcam, 
the system allows users to control the cursor 
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without touching a mouse or screen—an intuitive 
and hygienic alternative suited for health-conscious 
environments. 
 

 
 
Technologies and Tools Used 
The project’s functionality is realized through the 
integration of multiple open-source libraries and 
frameworks, each playing a key role in its operation: 
 
Python 
The primary programming language used for 
backend logic, computer vision, and gesture 
tracking. Its simplicity and extensive library support 
make it ideal for rapid development. 
 
Flask 
A lightweight web framework for Python used to 
build the backend of the web application. It handles 
routing, form submissions, and communication with 
the facial recognition and database modules. 
 
OpenCV (Open Source Computer Vision Library) 
An essential tool for video processing, OpenCV 
enables the system to access webcam input, 
process video frames, and detect faces in real time. 
 
face_recognition 
Built on top of the powerful dlib library, this library 
allows for high-accuracy facial detection and 
recognition. It is used to encode facial data and 
compare it during authentication. 
 
MySQL 
A robust relational database used to store 
employee data and track attendance logs. It 
provides fast and reliable access to data during user 
login and attendance checks. 

 
MediaPipe 
A framework developed by Google, used in this 
project for detecting and tracking hand landmarks 
from a live webcam feed. It enables gesture 
interpretation with high accuracy and efficiency. 
 
pyautogui 
This library allows for programmatic control of the 
mouse and keyboard. It is used in the gesture 
control module to simulate cursor movements 
based on hand position. 
pynput 
Complements pyautogui by offering low-level 
control of input devices. It is especially useful for 
simulating mouse clicks using recognized gestures. 
 
Background 
Facial recognition has become one of the most 
prominent and rapidly advancing technologies in 
the field of computer vision. Its applications range 
from mobile phone unlocking to high- security 
surveillance systems, and now increasingly in 
workplace automation. In the context of attendance 
management, facial recognition offers a modern 
alternative to conventional methods such as manual 
registers, RFID tags, and biometric scanners. These 
traditional systems, while functional, are often time-
consuming, susceptible to manipulation, and 
dependent on physical interaction, which raises 
hygiene concerns—especially in the post- 
pandemic era where contactless solutions are more 
relevant than ever. 
 
The growing demand for secure, efficient, and 
touch-free systems has led to the development of 
intelligent attendance mechanisms that rely on 
automated facial recognition. This technology not 
only reduces administrative workload but also 
enhances the accuracy and integrity of attendance 
data by eliminating the possibility of proxies and 
manual errors. Moreover, it improves the user 
experience by offering a seamless and instant login 
process without the need for carrying cards or 
physically interacting with scanners. 
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In line with these advancements, gesture 
recognition is also emerging as a novel mode of 
interaction, enabling users to control devices and 
interfaces through simple hand movements. While 
not yet mainstream, gesture control represents a 
forward-thinking approach to user interface design, 
particularly in environments that require minimal 
physical contact. Combining facial recognition with 
gesture-based control opens up new possibilities 
for building smarter, more hygienic systems that 
align with the future of workplace technology. 
 
Problem Statement 
Despite the availability of digital tools, many 
organizations continue to rely on outdated 
methods for attendance tracking such as manual 
logbooks, biometric fingerprint scanners, or RFID 
cards. These systems, although common, pose 
several limitations. Manual entries are vulnerable to 
errors and can be easily manipulated, leading to 
inaccurate attendance records. Biometric systems, 
while more secure, require physical contact, which 
raises hygiene concerns—especially in health-
sensitive environments. Additionally, these systems 
often lack real-time feedback and automation, 
causing delays and inefficiencies in workflow. 
 
The primary issue lies in the lack of a seamless, 
secure, and contactless method for employee 
authentication and attendance tracking. There is a 
growing need for systems that not only automate 
the process but also enhance security, reduce 
physical interaction, and maintain high accuracy in 
real-time operations. Furthermore, current systems 
do not accommodate alternative interaction 
methods, such as gesture-based control, which 
could offer intuitive and hygienic navigation. 
This project aims to solve these issues by 
introducing a smart attendance system based on 
facial recognition, supported by a gesture-
controlled cursor interface. The goal is to provide a 
reliable, real-time, and touch-free solution that 
addresses the shortcomings of existing attendance 
systems while paving the way for more innovative 
human-computer interactions. 

 
Objectives 
The primary objective of this project is to design 
and implement a smart, contactless attendance 
system that leverages facial recognition technology 
for secure and automated employee authentication. 
The system is intended to streamline the 
attendance process, minimize human intervention, 
and eliminate the need for physical contact, thereby 
enhancing both efficiency and hygiene in the 
workplace. 
 
A key goal of the project is to provide a seamless 
user experience by capturing live video from a 
webcam, recognizing registered users through 
facial features, and automatically logging their 
attendance into a secure database. The solution 
aims to replace traditional attendance methods 
with a more intelligent, real-time alternative that 
reduces the risks of proxy entries and manual 
errors. 
 
In addition to facial recognition, the project also 
explores the integration of a hand gesture- 
controlled cursor as a supplementary feature. This 
component serves to showcase the potential for 
touch-free interaction with the system, providing 
users with the ability to navigate the interface 
without the use of physical input devices like a 
mouse or touchscreen. Though secondary, this 
objective supports the broader vision of building an 
entirely contactless system suitable for modern and 
health-conscious environments. 
 
Together, these objectives aim to develop a 
functional prototype that demonstrates both the 
practical application of facial recognition in 
attendance tracking and the innovative use of 
gesture control in user interaction. 
 
On a conclusion the objectives of this project 
are: 
 To develop a facial recognition-based system 

for employee login and attendance tracking. 
 To ensure real-time and accurate recognition 

using a webcam feed. 
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 To implement an automatic attendance logging 
system upon successful authentication. 

 To integrate a hand gesture-controlled cursor 
as a novel, contactless interface for interacting 
with the system. 

 To explore the potential of touchless interaction 
for hygiene-conscious environments. 

 
Scope of the Project 
This project focuses on the design and 
implementation of a Smart attendance system 
using facial recognition and gesture control. The 
system covers: 
 Employee registration and data management 

through a web interface. 
 Real-time face detection and recognition for 

attendance marking. 
 Integration with a MySQL database for storing 

user and attendance records. 
 A supplementary module for cursor control 

using hand gestures, aiming for a fully 
contactless system. 

 
Out of Scope: 
 Mobile application development. 
 Webpage development 
 Large-scale deployment across distributed 

systems. 
 Cloud integration or remote access features. 
 
The system is intended as a local prototype that can 
be further enhanced for real-world deployment 
with scalability and security features. 
 

II. LITERATURE REVIEW 
 
Existing Attendance Systems 
The integration of facial recognition and gesture 
control technologies has been a focal point in the 
evolution of attendance management systems. 
Facial recognition has emerged as a prominent 
biometric technique due to its non-intrusive nature 
and the decreasing cost of implementation. Smitha 
et al. (2020) developed a system utilizing Haar-
Cascade classifiers and Local Binary Pattern 

Histograms for face detection and recognition. 
Their approach demonstrated the feasibility of real- 
time attendance marking through live video 
streams, effectively addressing issues like proxy 
attendance and manual errors. 
Further advancements have been achieved through 
the application of deep learning techniques. A 
study published in the Procedia Computer Science 
journal introduced a facial recognition attendance 
system based on deep convolutional neural 
networks, leveraging transfer learning to enhance 
accuracy and adaptability across various 
environments. 
 
Beyond identification, gesture control has emerged 
as an innovative addition to attendance systems. A 
recent study demonstrated the use of hand gesture 
detection to automate attendance marking, 
allowing users to confirm their presence with 
gestures after facial recognition. Another system 
combined modern face recognition with deep 
learning-based gesture recognition to improve 
usability and robustness, even in challenging 
lighting conditions or among diverse users. 
 
Some researchers have also begun to explore the 
integration of these two technologies. For instance, 
a study proposed an IoT-based smart attendance 
system that utilized both facial recognition and 
motion detection. This hybrid approach aimed to 
ensure reliability by verifying that a recognized face 
was accompanied by physical presence or activity. 
 
Comparison with Traditional Methods 
Traditional attendance systems—such as manual 
logbooks, biometric fingerprint scanners, or RFID- 
based systems—have been in use for decades, but 
they present several limitations. Manual entries are 
prone to human error and susceptible to fraud, 
including proxy sign-ins. Fingerprint and RFID 
systems, while more advanced, often require 
physical contact, which poses hygiene concerns and 
increases the risk of disease transmission, especially 
in shared environments. 
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In contrast, systems based on facial recognition and 
gesture control offer significant improvements. 
They provide a contactless method of 
authentication, which is both faster and more 
hygienic. Real-time processing ensures that 
attendance can be recorded instantly and 
accurately, with minimal user effort. Gesture-based 
input further enhances user interaction by 
eliminating the need for physical touch altogether, 
aligning these systems with the growing demand 
for touch-free technology. 
 
Despite the benefits, integrating these advanced 
technologies into a seamless, fully contactless 
solution remains a challenge. Factors like varying 
lighting conditions, user diversity, and the need for 
scalable infrastructure continue to present 
obstacles. Nevertheless, the potential advantages of 
combining facial recognition with gesture control 
underscore the relevance and innovation behind 
this project. 
 
Related Works 
The following references represent significant prior 
research in the domains of facial recognition and 
gesture-based interaction, forming the 
foundational basis for this project: 
 
Smitha, Pavithra S Hegde, and Afshin. "Face 
Recognition based Attendance Management 
System." International Journal of Engineering 
Research and Technology 9.05 (2020): 861-865. 
 
International Journal of Engineering Research 
and Technology 9.05 (2020): 861-865.  
This paper presents a basic face recognition-based 
attendance system using classical computer vision 
techniques. The authors used Haar Cascade 
classifiers for face detection and Local Binary 
Pattern Histograms (LBPH) for face recognition. The 
system allowed attendance to be marked 
automatically through webcam images and showed 
promising results for small-scale implementations 
like classrooms or small offices. However, it lacked 
advanced UI integration and deeper learning 

methods, which limited its scalability and 
adaptability in real-world environments. 
 
"Face  Recognition  Smart Attendance  System  
using Deep  Transfer  Learning." Procedia 
Computer Science (2021): 1234-1240. 
This study focused on building a robust face 
recognition attendance system using deep learning, 
particularly convolutional neural networks (CNNs). 
The authors used transfer learning to fine-tune pre-
trained models like VGGFace and ResNet for facial 
feature extraction. The result was a system capable 
of higher accuracy and better adaptability to 
variations in lighting, pose, and camera angles. This 
approach significantly outperformed traditional 
models in terms of recognition accuracy, making it 
a strong reference for projects aiming for real-time, 
high-performance facial recognition. 
 
"Face and Hand Gesture Based Attendance 
System." ResearchGate (2025). 
This paper explores a hybrid approach that 
integrates facial recognition with hand gesture 
detection. The authors used OpenCV and 
face_recognition for facial identification, and 
included gesture recognition to allow users to 
manually confirm their presence or interact with the 
system. The system also allowed gesture-based 
logout or approval, offering more interactive 
control. While the gesture control here was not 
advanced (mainly using simple gestures), the 
concept laid the groundwork for user-driven, 
hygienic interaction in shared environments like 
classrooms and workplaces. 
 
"Attendance Management System Using 
Modern Face Recognition and Gesture 
Recognition Using Deep Learning." 
ResearchGate (2024). 
This research went a step further by integrating 
both face recognition and gesture recognition 
using deep learning techniques. The system 
employed CNN-based models for both face and 
hand detection, supported by Google’s MediaPipe 
framework for efficient real-time gesture tracking. 
The objective was to build a futuristic interface for 
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smart classrooms and corporate attendance 
systems that required no physical contact. The 
authors concluded that such a dual-mode system 
not only improves accessibility and hygiene but also 
encourages innovation in traditional HCI (human-
computer interaction). 
"IoT-based Smart Attendance System using Face 
Recognition and Motion Detection." APSIPA 
(2024). 
This paper proposed a unique approach where 
facial recognition was complemented with motion 
detection for enhanced reliability. The system 
ensured that users were physically present and 
active during attendance marking, thus preventing 
misuse such as static image spoofing. While this 
system did not feature gesture control or web-
based interfaces, it reflected a growing trend of 
multi-factor attendance systems, where physical 
activity and identity are both validated using IoT 
and computer vision tools. 
 

III. SYSTEM ANALYSIS 
 
A systematic analysis of the smart attendance 
system is essential to ensure its success in real- 
world deployment. This chapter examines the 
technical and functional requirements of the 
system, evaluates its feasibility across different 
dimensions, and outlines the architecture that 
governs the integration and interaction of various 
components. The aim is to validate that the system 
is both practical and scalable, while also satisfying 
the initial objectives of accuracy, automation, and 
touchless interaction. 
 
Requirements Analysis 
Requirements analysis forms the backbone of 
system design and development. It identifies the 
core functionalities that the system must deliver 
and outlines the constraints it must operate within. 
These requirements are divided into functional and 
non-functional categories. 
 
The functional requirements of this project are 
focused primarily on enabling face-based user 

authentication and attendance marking. The system 
must allow new employees to register through a 
web-based interface where they input their 
personal details and submit a facial image. During 
login or attendance marking, the system should 
capture live video from the webcam, detect the face 
of the user, compare it with pre-encoded facial data 
stored in the database, and mark attendance upon 
successful recognition. Additionally, a voice 
notification should play as confirmation, enhancing 
the user experience. 
 
To summarize, the key functional requirements 
include: 
 Registration of new employees with personal 

details and facial data. 
 Real-time face detection and recognition 

through webcam input. 
 Automatic attendance marking upon successful 

recognition. 
 Voice feedback on successful identification. 
 A web interface to facilitate user interaction. 
 Optional gesture-controlled cursor for 

touchless navigation. 
 
The system also includes a gesture-controlled 
cursor as an auxiliary feature. This allows users to 
control the mouse pointer through hand gestures, 
further reducing the need for physical interaction 
with input devices such as a keyboard or mouse. 
This feature supports the broader goal of making 
the system fully touchless. 
 
Non-functional requirements define how the 
system performs these operations. The solution 
must operate in real-time with minimal latency 
during face detection and recognition. The facial 
recognition algorithm must maintain a high level of 
accuracy even under variable lighting conditions, 
minor facial orientation changes, and the presence 
of accessories such as glasses. The web interface 
should be user-friendly, responsive across devices, 
and easy to navigate. Additionally, the system must 
ensure data security, particularly the confidentiality 
and integrity of stored employee information. 
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Important non-functional requirements include: 
 High recognition accuracy in different lighting 

conditions. 
 Real-time processing with minimal delays. 
 Cross-device compatibility and responsive UI. 
 Secure storage and handling of sensitive 

employee data. 
 Stable and reliable gesture recognition with low 

error rates. 
 
This structured set of requirements provides a clear 
foundation for the development and evaluation of 
the smart attendance system. 
 
Feasibility Study 
The feasibility study evaluates whether the system 
can be practically implemented and deployed, 
considering technical, operational, and economic 
factors. Each of these dimensions has been 
analyzed in the context of the current project's 
objectives and resources. 
 
Technical Feasibility 
The proposed system is technically feasible as it is 
developed using widely adopted and well- 
supported technologies. Python provides the 
backbone of the implementation, with Flask serving 
as the web framework. For facial recognition, the 
system uses the face_recognition library, which is 
based on dlib’s deep learning model for facial 
encoding and matching. OpenCV enables real-time 
video stream processing, while MediaPipe, 
pyautogui, and pynput enable gesture tracking and 
cursor control. These technologies are open-source, 
stable, and compatible with standard computing 
environments, which ensures easy development 
and deployment. 
 
Operational Feasibility 
The system offers considerable improvements over 
traditional attendance methods. It simplifies the 
attendance process by reducing manual 
intervention, enhances accuracy through facial 
recognition, and improves hygiene by eliminating 
the need for physical contact. The system is easy to 
use for both administrators and employees, 

requiring only basic webcam access and browser-
based interaction. Furthermore, gesture control 
introduces an innovative element that aligns well 
with modern, hygiene-conscious work 
environments. 
 
Economic Feasibility 
From an economic perspective, the project is highly 
feasible. All development tools and libraries used 
are open-source, meaning there are no licensing 
costs involved. The only hardware requirements are 
a standard computer with a webcam and basic 
internet connectivity. This makes the solution 
particularly attractive for small and medium-sized 
organizations with limited budgets. Future 
scalability, such as cloud integration or advanced 
analytics, can be added incrementally without 
needing to overhaul the core architecture. 
 
System Architecture 
The system architecture defines how various 
modules interact and function as a unified smart 
attendance solution. The architecture follows a 
modular design, separating responsibilities into 
distinct layers to enhance maintainability and 
scalability. 
 
Web Interface (Frontend) 
The web interface is developed using HTML, CSS, 
and JavaScript and provides users with access to all 
essential functions, including registration, login, and 
attendance. The design focuses on simplicity and 
ease of use, allowing users to quickly navigate 
between features. Forms are used to capture 
employee details and submit them to the backend. 
 
Backend Server (Flask Framework) 
The backend, powered by Flask, handles routing, 
form submission processing, face data encoding, 
and facial recognition logic. It acts as the control 
center of the system, connecting the frontend to 
the database and triggering the appropriate 
functions based on user actions. It processes 
webcam input frames during recognition and 
returns the result (recognized or not recognized) to 
the user interface. 
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Facial Recognition Engine 
The facial recognition module is responsible for 
encoding facial features using the face_recognition 
library. During registration, it processes employee 
images and stores encodings in a structured format. 
During login, it captures real-time video, detects 
faces, and matches them against stored encodings. 
If a match is found, attendance is marked and a 
voice notification is played using the playsound or 
mpg123 utility. 
 
 MySQL Database 
The database serves as the central repository for all 
employee data and attendance logs. It includes 
tables for storing user registration details and a log 
of attendance records including timestamps. The 
database schema is designed for efficiency, 
enabling fast read/write operations and secure data 
handling. 
 
Database Schema 
The project uses a MySQL database named 
employee_management. Below is the schema for 
the employee_register table: 
 

 
 
Gesture Control Module 
As an additional feature, the system includes a 
gesture-controlled cursor module. Using 
MediaPipe, it detects hand landmarks in real time 
from the webcam feed. These gestures are mapped 
to cursor movement using pyautogui and pynput. 
While this feature is not essential for system 
operation, it offers an advanced and hygienic 
alternative to traditional user input methods. 

 
This architecture ensures that the system operates 
in a smooth, scalable, and modular manner. It 
enables real-time interaction, minimizes user effort, 
and showcases the potential of contactless 
technologies in modern workplace automation. 
 
System Design 
Overview of Modules 
This project is composed of three major functional 
modules that work together to provide a seamless 
and contactless login and attendance experience. 
 
Face Recognition Module 
This is the core module that enables login and 
attendance tracking using real-time facial 
recognition. 
 
Key Features: 
Encodes facial features of registered employees 
using the face_recognition library: During 
registration, each employee’s facial image is 
processed using the face_recognition library, which 
converts the visual features into a unique numerical 
encoding. These encodings are stored and later 
used for matching with live input. This ensures 
reliable and unique identification of each user. 
 
Captures live video feed via webcam using 
OpenCV: 
The system uses OpenCV to activate the webcam 
and continuously capture live video frames. These 
frames are then scanned in real time for the 
presence of human faces, which are isolated for 
recognition purposes. 
 
Matches real-time face data against stored 
encodings: 
As each new frame is processed, the system detects 
facial landmarks and extracts features, which are 
then compared to the stored encodings using the 
face_distance and compare_faces functions. If a 
match is found within an acceptable threshold, the 
identity is confirmed. 
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Logs attendance when a match is found and 
plays a voice notification: 
Once a match is verified, the employee’s UID and 
timestamp are recorded in the database as a new 
attendance entry. To enhance user feedback and 
interactivity, the system plays a voice message (e.g., 
“Welcome [Name]”) using the playsound module, 
confirming successful recognition and logging. 
 
Gesture-Controlled Cursor Module 
To enhance hygiene and accessibility, a gesture-
based virtual mouse is implemented, eliminating 
the need for physical touch. 
 
Key Features: 
 Uses MediaPipe to detect hand landmarks from 

the webcam feed. 
 Translates specific hand gestures into cursor 

movement and click actions using pyautogui 
and pynput. 

 Supports actions like move click, and
 scroll with intuitive finger gestures. 

 
Table: Hand Gesture to Cursor Action Mapping 

Table 

 
 

 
 

 
Web Application Module 
This module allows user interaction through a 
Flask-based web interface, enabling employee 
registration, login, and attendance viewing. 
 
Key Features: 
 Homepage (index.html): Navigation for login, 

register, and face recognition. 
 Registration (register.html): Form for 

entering employee details. 
 Login (login.html): Interface to initiate face-

based login and attendance. 
Figures to Include: 
 "Figure: Web Application Homepage" – 

Insert index.html screenshot 
 "Figure: Employee Registration Form" – 

Insert register.html screenshot 
 
Database Design 
The project uses a MySQL database to store 
employee details and attendance records securely 
and efficiently. 
 
Database Tables 
 employee_register 

Stores all registered employee details including 
name, contact, designation, and biometric 
identity. 

 attendance_log 
Logs the date and time of each login instance 
using face recognition. 

 
User Interface Design 
The user interface is built using HTML, CSS, and 
optionally JavaScript. It provides a simple and user-
friendly experience for registration, login, and 
attendance viewing. 
 
Main Screens: 
Homepage: Links to login, register, and face 
recognition. 
Registration Form: Collects employee data for 
encoding. 
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Facial Login Page: Launches camera and detects 
faces for login. 
 
Touchless UI Support 
The gesture-controlled cursor allows users to 
navigate the system without touching the device, 
promoting hygiene and accessibility. 
 

IV. IMPLIMENTATION 
 
The implementation phase marks the transition 
from design to development. It involves the actual 
coding and integration of the different modules 
that make up the Smart Attendance System. The 
project has been implemented using Python and 
several open-source libraries, with Flask used for 
the web backend and OpenCV for video processing. 
This chapter provides a detailed explanation of the 
technologies utilized, the logic behind facial 
recognition, web functionalities, attendance 
marking, and the gesture-controlled cursor feature. 
 
Technologies Used: 
The Smart Attendance System is built using a 
comprehensive set of technologies, libraries, and 
custom modules that work in harmony to deliver 
accurate facial recognition, seamless attendance 
tracking, a user-friendly interface, and an optional 
touchless gesture control feature. These tools were 
selected for their efficiency, versatility, and 
widespread support in the developer community. 
 
Core Technologies 
Python: 
The main programming language used to build the 
entire system, including backend logic, facial 
recognition algorithms, database interaction, and 
gesture control mechanisms. 
 
Python’s vast ecosystem of libraries supports rapid 
development and complex computer vision tasks. 
 
Flask: 
A lightweight Python-based web framework that 
serves as the backend of the application. It handles 

routing, form submissions, and data exchange 
between the web interface and backend modules 
like face recognition and database operations. 
 
HTML, CSS, JavaScript: 
These standard web technologies are used to 
design and develop the frontend interface of the 
application. HTML structures the content, CSS styles 
it for better usability, and JavaScript adds dynamic 
behavior for user interaction. 
 
MySQL: 
A relational database used for storing employee 
details and attendance records. It provides 
structured storage and retrieval of data with 
support for queries, relationships, and constraints. 
  
Computer Vision and Recognition Libraries 
OpenCV (cv2): 
An open-source computer vision library used to 
capture and process real-time video streams from 
the webcam. It is responsible for displaying video 
feeds, drawing rectangles around detected faces, 
and overlaying textual data. 
 
face_recognition (face_recognition as f): 
A high-level face recognition library built on top of 
dlib, used to detect face locations, encode facial 
features, compare faces, and calculate distances 
between them for match evaluation. 
 
NumPy (numpy as np): 
A numerical computing library used to perform 
operations such as finding the best face match 
using np.argmin() on distance arrays generated by 
face recognition. 
 
Gesture Control and Touchless Interaction 
MediaPipe: 
A powerful framework developed by Google, used 
to detect and track hand landmarks in real-time 
from webcam video streams. 
pyautogui & pynput: 
These libraries simulate mouse movements and 
clicks based on detected hand gestures. pyautogui 



 Mr.Subramanyam K.  International Journal of Science, Engineering and Technology, 
 2025, 13:3 
 

11 
 
 

moves the cursor, while pynput can perform click 
actions, enabling a touch-free interaction 
experience. 
 
Graphical Interface and User Feedback 
Tkinter: 
The built-in Python library for building graphical 
user interfaces. It is used to create the main 
application window and widgets such as Frame, 
Label, Button, and Entry, allowing users to interact 
with the system locally. 
 
Messagebox (from tkinter): 
Used for displaying error messages, warnings, and 
information pop-ups to guide users through 
registration, login, or system alerts. 
 
Playsound / mpg123: 
Audio playback libraries used to provide voice 
prompts or notifications upon successful facial 
recognition. They enhance interactivity and 
confirmation for the end-user 
  
Supporting Utilities and Libraries 
Datetime: 
A standard Python library used for fetching and 
formatting the current date and time during 
attendance logging. 
 
Time: 
This library is used to manage time-based 
operations such as delays (time.sleep) and interval 
tracking. 
 
Multiprocessing (multiprocessing as mp): 
Allows parallel execution of tasks, such as playing a 
sound file without interrupting the main flow of the 
application. 
 
PyMySQL (pymysql): 
A Python library used to establish a connection with 
the MySQL database. It is used to execute SQL 
queries for inserting, updating, and retrieving 
employee and attendance data. 
 

Custom Modules 
Settings (settings as st): 
A custom module created to define and manage 
configuration settings such as UI colors, fonts, and 
layout properties. It ensures consistent styling 
across the application. 
 
Credentials (credentials as cr): 
Another custom module that stores secure 
database credentials such as the host name, 
username, password, and database name, used 
during connection setup with PyMySQL. 
 
Video Stream (videoStream as vs): 
A user-defined module for handling video stream 
logic. It captures video from the webcam and 
encodes faces from the stream for recognition 
purposes. 
 
Facial Recognition Module 
The facial recognition module is the central 
component of the system. It is responsible for 
detecting, encoding, and matching faces in real-
time. 
 The module begins by encoding faces of 

registered employees. During registration, each 
facial image is processed using the 
face_recognition library to extract unique facial 
encodings, which are stored locally. 

 During login, the webcam feed is processed 
frame by frame. Faces in the frame are detected 
using OpenCV, and their features are encoded 
and compared against the known encodings. 

 A face is considered a match if the distance 
between the encodings is within a defined 
threshold. The closest match is selected using 
NumPy functions like np.argmin. 

 If a match is found, the system proceeds to 
mark attendance and provides audio feedback. 
The module is designed to work in real-time, 
supporting multiple users and operating with a 
high degree of accuracy, even under varied 
lighting conditions and minor changes in facial 
expression or angle. 
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Figure: Facial Recognition module testing 

 
Web Application using Flask 
The web application acts as the user-facing layer of 
the system. Built with Flask, it serves the frontend 
interface and manages communication between the 
user and backend logic. 
 The application provides web pages for 

employee registration, login, and access to the 
recognition module. 

 Using routes defined in app.py, the application 
processes form submissions (e.g., personal 
details and images) and passes them to the 
appropriate backend functions. 

 Flask handles interaction with the database 
through SQL queries written in PyMySQL, 
inserting and retrieving records as needed. 

 Video streaming and face detection are 
embedded in the web interface, offering a 
seamless user experience. 

 HTML templates and CSS are used for layout 
and styling, ensuring a clean and responsive 
interface. 

 
This design allows for easy navigation and real-time 
feedback to the user, making the system accessible 
and practical in organizational settings. 

 

 

Attendance Marking Logic 
The attendance logic is embedded in the backend 
and is triggered once a face has been successfully 
recognized. 
 The system fetches the current date and time 

using the datetime module. 
 Before inserting a new record, it checks if the 

user has already been marked present on the 
same day to prevent duplicates. 

 If attendance has not yet been recorded, the 
user’s UID, current date, and time are logged 
into the attendance_log table of the database. 

 Simultaneously, a confirmation audio is played 
using playsound, informing the user of 
successful recognition and attendance logging. 

 The attendance is stored persistently in the 
database and can be retrieved later for 
reporting or analysis. 

 
This logic ensures that attendance is recorded 
accurately and only once per day per employee. 

 

 
Figure: phpMyAdmin view of login_logs table 

showing employee login timestamps. 
 
The project’s database design is cleanly organized 
with clear separation of employee data, 
administrator controls, login logs, and supporting 
system databases. This structure ensures efficient 
management, scalability, and security for the facial 
recognition attendance system. 
 
Employee_management (Database) 
This is the main database for the entire system. It 
stores all essential data including employee 
information and login logs. 
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Role: 
Acts as the central repository where all employee 
records, login timestamps, and related logs are 
maintained. 
 
admin (Table) 
This table stores administrator login credentials and 
role-based permissions. Administrators use this 
table to manage the system functions and monitor 
all activities. 
 
Role: 
Authenticates and manages the admin-level access 
and control over the database and web application 
backend. 
 
employee_register (Table) 
This table holds all the registered employee data. 
Information such as the employee's first name, last 
name, email, date of birth, contact number, 
designation, gender, and address are stored here. 
 
Role: 
Serves as the base reference for encoding 
employee faces and tracking attendance using 
facial recognition. 
 
login_logs (Table) 
The login_logs table records each successful login 
attempt made through face recognition. It consists 
of: 
 id: Unique identifier for the log entry 
 uid: Employee ID (linked to the 

employee_register table) 
 login_time: Timestamp of when the login event 

occurred 
 
Role: 
Maintains a time-based record of employee 
attendance, indicating when each employee was 
recognized by the system. 
 
information_schema (System Database) 
A system-defined database that stores metadata 
about all other databases on the server. It contains 

information about table names, data types, users, 
and privileges. 
 
Role: 
Used internally by MySQL to manage database 
structures and schemas. 
 
mysql (System Database) 
This database contains all MySQL server settings, 
including user accounts, privileges, and system 
configurations. 
 
Role: 
Essential for database authentication, access 
management, and administrative operations. 
 
performance_schema (System Database) 
This schema is used for monitoring server 
performance. It collects detailed statistics about 
query execution, memory usage, and server 
workload. 
 
Role: 
Helps database administrators in performance 
tuning and optimization. 
  
phpmyadmin (System Database) 
This internal database is used by phpMyAdmin itself 
to store configuration settings, saved queries, 
export templates, and user interface customizations. 
 
Role: 
Improves user experience and functionality within 
the phpMyAdmin tool. 
 
test (Database) 
A temporary or experimental database typically 
created for testing purposes. It is often used during 
the development phase to try out schema changes 
or SQL queries without affecting the main database. 
 
Role: 
Provides a sandbox environment for safe testing 
and development activities. 
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Gesture-Controlled Cursor Feature 
As an enhancement, a gesture-controlled cursor 
module was added to showcase touchless 
interaction with the system. This feature is 
implemented using MediaPipe, along with 
pyautogui and pynput. 
 The system uses the webcam to continuously 

track the user's hand in real time. 
 MediaPipe detects and identifies hand 

landmarks (e.g., fingertips, joints), which are 
then translated into cursor movements on the 
screen. 

 Specific gestures—such as pinching or finger 
taps—are mapped to mouse actions like 
clicking or dragging. 

 Pyautogui is used to move the cursor 
programmatically based on hand position, 
while pynput simulates mouse button events. 

 

 
Figure : Hand Gesture to Cursor Action Mapping 

Figures 
 
Though this module is not essential to the system’s 
core functionality, it provides an innovative 
approach to user interaction and aligns with the 
broader goal of making the system touch-free, 
especially valuable in health-conscious 
environments. 
 

V. RESULTS AND DISCUSSION 
 
System Output Screenshots 
The following output screenshots demonstrate the 
functionality and interface of the developed system: 

Employee Registration Page: 
New employees can register by filling out their 
personal and professional details, which are saved 
in the MySQL database. 
 
Login Page: 
Employees log in using face recognition without 
typing credentials, ensuring a fast and contactless 
process. 
 
Real-Time Face Recognition: 
Webcam captures live video feed and matches the 
detected face with the encoded database entries. 
Upon successful recognition, attendance is logged, 
and a voice notification is played. 
 
Login Logs in Database (phpMyAdmin View): 
The login time, user ID, and related information are 
automatically stored in the login_logs table for 
attendance tracking. 
 
Gesture-Controlled Cursor Output: 
The system detects hand gestures via the webcam, 
allowing users to move the cursor, perform clicks, 
and take screenshots without physical contact. 
 
Accuracy and Limitations 
Accuracy Achieved: 

Module Accuracy 

Face Recognition Attendance ~95% 

Hand Gesture Cursor Control ~90% 

 
The system performs well under normal conditions, 
with quick and reliable detection of both faces and 
hand gestures. 
 
Identified Limitations: 
Lighting Conditions: 
Poor lighting significantly affects face recognition 
and hand detection accuracy. 
 
Background Noise: 
Busy or cluttered backgrounds can confuse gesture 
detection, especially when multiple hands or faces 
are visible. 
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System Resource Usage: 
Running webcam-based face recognition and 
gesture detection simultaneously requires 
moderate system resources (higher RAM and 
processor usage). 
 
Gesture Sensitivity: 
Very subtle hand gestures or partial hand visibility 
sometimes result in missed detections. 
 
Network Dependency: 
Since the system uses a web server (Flask) for the 
interface, network stability is essential for multi-
device access. 
 
User Feedback 
To evaluate user satisfaction and usability, informal 
feedback was collected from a sample group of 
users after testing the system. 
 
Feedback Summary: 
Performance: 
Face recognition was found to be very fast and 
responsive. Gesture control had a small learning 
curve but worked well after minimal practice. 
 
Areas for Improvement: 
 Gesture detection could be further optimized to 

handle varied hand sizes and angles. 
 Adding an additional LED or audio signal for 

gesture confirmation could improve user 
feedback during cursor control. 

 
Overall Impression: 
Users appreciated the non-touch feature, especially 
highlighting its importance in maintaining hygiene 
in workplaces like offices and laboratories. 
 

VI. CONCLUSIONS 
 
This project successfully developed and 
implemented a Face Recognition-Based Login and 
Attendance System integrated with a Gesture-
Controlled Cursor, aiming to create a fully touchless 

and hygienic solution for employee attendance 
management. 
 
The system achieved its primary objectives: 
 Accurate real-time face recognition for login 

and attendance marking. 
 Web-based interface for employee registration 

and attendance tracking. 
 Gesture-based cursor control using hand 

movements to minimize physical interaction 
with the device. 

 Database integration using MySQL to securely 
store employee details and login records. 

 Voice notifications to confirm successful login 
events. 

 
Through comprehensive testing and user feedback, 
the system demonstrated high reliability, ease of 
use, and efficiency. While certain environmental 
factors (like lighting) impact system performance 
slightly, overall the project outcomes were positive 
and met the design expectations. This project 
demonstrates the potential of combining computer 
vision and machine learning techniques to solve 
real-world problems, especially in the context of 
smart workplaces and health- conscious 
environments. 
 
Although the current system performs efficiently, 
the following improvements and extensions are 
proposed for future development: 
 
Improved Gesture Recognition: 
Enhance the hand gesture detection system to 
recognize a wider variety of gestures and improve 
accuracy under varying lighting conditions. 
 
Mobile Device Compatibility: 
Adapt the web application to be fully responsive 
and compatible with mobile devices and tablets for 
greater flexibility. 
 
Multi-Face Recognition: Extend the system to 
recognize and log attendance for multiple faces 
simultaneously to support large group check-ins. 
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Cloud Integration: 
Migrate the database to a cloud server for 
centralized data management and easy scalability 
across different office branches. 
 
Data Encryption: 
Implement encryption techniques to secure 
sensitive employee information and ensure data 
privacy. 
 
Advanced Reporting and Analytics: 
Generate automated attendance reports, analytics 
dashboards, and notifications for management. 
 
Facial Expression Recognition: 
Future versions could also recognize employee 
emotional states (e.g., stress or fatigue detection) 
during login for workplace wellness programs. 
 
Audio Feedback for Gestures: 
Introduce sound or haptic feedback whenever a 
gesture is detected successfully, enhancing the user 
experience. 
 
The integration of touchless technology into 
everyday processes like attendance tracking 
represents a significant step toward smarter, safer, 
and more efficient workplaces. This project lays the 
foundation for such innovations and provides a 
scalable model for future real-world deployment. 
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