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Abstract- Avoidance of client renewal is a big problem for business organizations because the business owners suffer
the loss of money and loyalty which they would have had the business enterprise if the client had permitted renewal
of the portfolio within the business. Making key points of churn recognizable to adopt useful techniques in retaining
consumers, this study is modeling technical processes to anticipate churn and help in designing strategies best for
accomplishment of desired exposure.
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patterns is key to customer retention and overall
satisfaction.

I. INTRODUCTION

Customer churn is a big problem for businesses
worldwide, resulting in lost revenue and decreased
customer loyalty. It's when customers stop doing
business with a brand or service, often because of
dissatisfaction or better options. Understanding the
factors behind churn and implementing predictive
strategies is essential for businesses. We use
historical transaction data and customer behavior to
identify the major predictors for indication of

The fast-paced and highly competitive market
environment necessitates advanced strategies to
mitigate customer churn. Machine learning offers a
robust solution by analyzing historical customer
data. This proactive approach allows businesses to
tailor interventions, improving customer satisfaction
and fostering long-term loyalty.

potential churn. We use different machine learning
models such as CatBoost and transformer-based
Large Language Models (LLM) to improve the
prediction. We also employ SMOTE to handle data
balancing and eliminate class imbalance problems
commonly seen in churn datasets. The ultimate goal
of this research is not only to predict potential
churners but also to propose actionable
interventions that can improve customer retention
rates.

Il. CHALLENGE TO BUSINESSES

It's when customers stop doing business with a
brand or service, often because of dissatisfaction or
better options. Identifying and understanding churn

Unlike traditional methods that rely on basic metrics
and assumptions, modern churn prediction uses
machine learning algorithms that look at all the
factors that influence customer behaviour -
transaction history, demographics, engagement
levels - to create predictive models. One such ex. is
the CatBoost algorithm from Yandex which is
designed to handle categorical features efficiently
and performs well in churn prediction tasks.
CatBoost’'s way of gradient boosting minimizes
overfitting while keeping high accuracy. That's why
its a go to choice for companies looking to
implement retention strategies.

In summary, our study shows different models and
the relationship between model choice and accuracy.
While CatBoost and transformer based Large
Language Models perform well in identifying at risk
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customers, they have different strengths and
weaknesses. By using the strengths of each

approach, companies can optimize their churn
prediction . It helps to develop targeted
interventions to increase customer satisfaction and
loyalty. Ultimately our findings show the importance
of data driven decision making for long term
relationships between companies and their
customers.

I1l. PREVIOUS WORK

Churn prediction models use a wide range of
datasets to target where to intervene to improve
retention. Traditional statistical methods have been
employed for churn prediction; however, they often
fail[1]. The complexity of customer interactions
requires advanced methods to handle the vast
amount of data generated daily and machine
learning is a solution. Several studies have used
behavior, demographic data and even external
market factors. This research shows how these
models can transform customer relationship
management and retention strategies so businesses
can proactively manage churn risk and optimise their
operations and therefore increase customer lifetime
value and satisfaction [2].

By digging into customer transaction history,
engagement metrics and behavioral patterns they
show that machine learning models can pick up on
churn patterns and provide actionable insights for
targeted retention efforts. [3] This paper highlights
the need to use advanced analytics not just for
prediction but for informing strategic decisions
around customer retention, service design and
marketing initiatives [4].

Plus, clustering has become popular for identifying
customer segments at risk of churning. By grouping
customers with similar behavior, you can target your
marketing and retention efforts better. It can find
commonalities among customers and tell you what
drives churn in each segment. This part of churn
prediction research shows how personalized
approaches are becoming more important for
retaining customers, as each segment’s needs and
motivations can be very different.

Additionally, deep learning architectures, including
recurrent networks of neurons have been explored
[5]. Since customer interactions are sequential and
temporal , the paper shows how deep learning can
find complex churn predictors that may not be
visible through traditional methods. By training the
models on large datasets including all customer
interactions, transaction data and feedback the
research shows how deep learning can improve
churn prediction. This leads to better customer
engagement strategies .[6].

By using techniques like bagging and boosting the
research shows how ensemble methods can reduce
overfitting and increase the robustness of churn
predictions. [7]. This research suggests that
combining multiple algorithms can lead to better
performance, useful for businesses that want to
retain at-risk customers. Also ensemble methods can
be a safety net against the limitations of any single
model, so organisations can navigate the complexity
of customer churn with more confidence and
effectiveness [8].

Plus a recent study showed a new hybrid model that
combines customer demographics, transactional
behaviour and social media engagement metrics to
predict churn better [9]. By combining all these
different data sources the model is way more
accurate and provides more insight into why
customers are leaving a service or brand. The authors
stress the importance of a multi-faceted approach to
understanding churn and say businesses should
consider many factors in their models. This shows
how using data analytics can help with customer
retention and building stronger relationships with
customers by understanding their needs and wants
[10].

This also looks at the impact of customer sentiment
analysis on churn prediction [11]. By looking at
customer feedback, reviews and ratings the study
shows how sentiment scores can be used as a
predictor of churn. Using natural language
processing the authors show that understanding
customer sentiment can improve churn models by a
lot. This is an example of how to include qualitative
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data into quantitative analysis so businesses can
understand the underlying reasons for customer
churn. Also how companies can act on sentiment to
improve customer experience and reduce churn in
the process [12].

This review shows how class imbalance affects the
accuracy of prediction and why we need to address
this issue.[13]. By doing so businesses can build more
reliable churn prediction models that inform
retention efforts and resource allocation and hence
a more sustainable business model [14].

This paper proposes a new approach using deep
reinforcement learning for customer retention [15].
By treating customer interactions as a sequential
decision making problem, the proposed framework
tries to find the best strategies to retain high risk
customers. The authors show the model can learn
from customer behavior over time and adaptively
apply retention tactics that can reduce churn by a
significant amount. This approach shows the power
of advanced learning in customer loyalty as it can
tailor strategies to different customer segments. [16].

And more recently research has been looking at how
to integrate customer churn prediction with the
overall business strategy. This means aligning the
churn prediction models with the overall business
objectives, such as customer experience and
operational efficiency. By putting churn prediction
into the overall strategy of the business, you can
make sure retention is not just reactive but proactive
and aligned to customer expectations. This holistic
view means that successful churn management is
part of overall business performance and
sustainability, and customer centricity is key to long
term success.

As the customer churn prediction landscape evolves,
techniques like transfer learning and automated
machine learning (AutoML) are being looked at.
These will help make churn prediction models more
adaptable and efficient so you can keep up with
changing customer behaviour and market dynamics.
Transfer learning in particular will allow you to
leverage knowledge from one domain to improve
predictions in another, so you can develop and

deploy models faster. This is a big step towards
building more flexible and responsive churn
management systems that can keep up with the fast
changing demands of the consumer.

IV. METHADOLOGY

Dataset
The dataset has 301 rows, each row has following —

* Client num: Customer id.

» Customer Age: integer

» Dependent count: household connection

* Education Level: Education (High School,
Graduate).

 Marital Status: Couple or isSingle.

* Income Category: Income range.

« Card Category: Type of card

« Total Transaction Amount: Total transactions.

« Total Transaction Cost: Total transactions count.

Distribution of Churn
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Fig. 1. Distribution of churn

Data Preprocessing

Non-numeric values in critical columns, such as
‘TotalCharges,' are converted to numeric using
appropriate data imputation techniques.

Categorical variables like ‘Gender’, ‘InternetService’,
‘Contract’ and 'PaymentMethod’ were converted
into numerical format for machine learning
algorithms using Label Encoding. This way
categorical features are represented as numerical
values so we can use them in the model.
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Feature and target variable extraction was done
where features were all columns except ‘customer|D’
and 'Churn’ and target was ‘Churn’.

Feature standardization was also done using
StandardScaler. This standardization made the
feature variables contribute equally in the distance
calculations used in many machine learning
algorithms.

This data prep step is crucial in minimizing bias and
having the machine learning model trained on a
dataset that really represents customer behavior and
churn patterns.

Distribution of Tenure

Fig 2. Distribution of Tenture

Monthly Charges vs. Total Charges
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Fig 3 : Monthly Charges vs Total Charges

Random Forest Classifier:

For the classification task | used a Random Forest
Classifier because it's robust and can handle both
regression and classification problems. | trained the
model on the preprocessed data with 300 trees to
get better accuracy and stability.

The training of the model was done by tuning the
parameters, iterated mainly according to the training
for the data. A good model in terms of capturing
complex interaction between features is the Random

Forest Classifier, so it's good to find patterns in
customer behavior.

Evaluation Metrics:

The classification metrics were to test Random
Forest. The classification report further included each
class's predictions. Thus, it helps ascertain that
customers are misclassified, which is important for
future model iterations.

Fig 4 : Featuure Importance

V. RESULTS

In our customer churn prediction experiment we
used a Random Forest Classifier as it's good at
handling complex data and feature interactions. This
model can find patterns in customer behavior and
predict churn accurately and give insights into what
drives customer retention.

Our analysis showed the Random Forest Classifier
performed well on both accuracy and
interpretability. The strong prediction capabilities
means it could be a good tool to improve customer
retention by finding and fixing the root causes of
customer dissatisfaction.

To see how well the Random Forest Classifier
performed, we looked at its training and validation
metrics.
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Fig 5 : Training and Validation Metrics

The confusion matrix (Figure 6) gives us more insight
into its strengths and weaknesses. We can see how
well it can classify customers who will churn vs who
will not.

Confusion Matrix for Random Forest Classifier
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Fig 6 : Confusion Metrics

Model Comparison and Alternative Approaches
We also worked out on other models too, but after
having different calculations on model Forest
classifier performed out the best.

Metrics like feature importance (Figure 7) shows the
Random Forest model can highlight the important
features. This is crucial in understanding what are the
features most associated with customer churn so
stakeholders can focus on tenure, contract type and
payment method. The feature importance chart
shows the ranking of these features, tenure and
contract type are the top 2.

Model Performance Metrics
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Fig 7 : Feature Importance

Summary of Findings

We see the Random Forest Classifier works well for
customer churn. It can generalise across customer
demographics and behaviour and is interpretable so
good for customer service. These results are
actionable so you can target interventions to
improve customer satisfaction and reduce churn.

VI. CONCLUSION

Our evaluation and our analysis make us found that
Random Forest Classifier consistently outperforms
other methods in capturing complex customer
behavior patterns that signal churn. This is because
it can handle multiple features and interactions and
gives good churn predictions.

To improve prediction accuracy we used feature

scaling and label encoding for preprocessing all
models so that the results are robust and
comparable.

So the Random Forest Classifier with targeted
preprocessing is key to getting actionable insights
for churn management. This gives you a robust and
interpretable model to act upon .
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