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Abstract- This paper presents an advanced deep learning system that takes handwritten text recognition and
correction to the next level. It combines powerful computer vision and language modeling techniques to not
only read messy or varied handwriting but also clean it up with smart, context-aware corrections. At the heart
of the system is a BERT-based Transformer that uses self-attention to understand the structure and flow of
handwriting. A CNN first processes the scanned image to pull out visual features, which are then passed
through the Transformer to generate readable text. But it doesn’t stop there once the initial text is generated, a
language model with autoencoding and contextual awareness steps in to refine the results. It fixes spelling
mistakes and grammatical errors by analyzing the full sentence, much like how a human would understand and
edit a paragraph. This approach outperforms traditional OCR tools and dictionary-based corrections by
adapting to different handwriting styles, languages, and even noisy or low-quality scans. The system is fast,
accurate, and flexible, making it a practical solution for tasks like digitizing educational materials, archiving
historical documents, managing healthcare records, and streamlining office paperwork. By merging vision and

language understanding in a single pipeline, this system offers a smarter way to process handwritten content in

the digital age.
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I. INTRODUCTION To tackle these problems, this paper presents a
more advanced approach using deep learning,
particularly auto-encoding language models, to
boost both handwritten text recognition and
spelling correction. By leveraging BERT-based
Transformers, self-attention mechanisms, and
masked language modeling, the system doesn't just
look at individual letters, but understands the
broader meaning of words and sentences. This
allows the system to recognize and correct
handwriting with much greater accuracy, especially
in cases where the text might be unclear or
misspelled. The power of deep learning here is

Handwritten text recognition has come a long way
in recent years, yet significant challenges remain.
Traditional methods, such as rule-based or
statistical models, often struggle to accurately
recognize handwriting that is messy, cursive, or
otherwise unconventional.

These systems frequently make errors when
interpreting words in context, particularly in the
presence of handwriting variations.
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twofold: first, it improves the recognition accuracy,
even for challenging handwriting styles, and
second, it handles spelling correction with a more
sophisticated understanding of word context. This
approach is particularly useful in real-world
situations where handwriting can vary significantly.
The result is a more robust and reliable system that
works seamlessly across different environments,
whether in a controlled setting or a dynamic one.

Il. RELATED WORKS

Sharon Fogel et al. [2020] “"ScrabbleGAN: Semi-
Supervised Varying Length Handwriting
Generation”. This paper proposes a generative
adversarial network (GAN) based architecture for
semi-supervised handwriting generation  with
varying lengths of text using a Transformer-based
discriminator and GRU-based generator. The
approach is effective in generating realistic
handwriting samples with varying lengths and
reduces the need for labelled data. However, it
struggles with highly complex handwriting styles
and requires substantial computational resources.
The evaluation demonstrates improved character
and word accuracy compared to traditional
methods. The authors emphasize the potential of
GANs in reducing data dependency in handwriting
synthesis tasks.

Sanskruti Narwadkar et al. [2025] "Advancing
Handwritten Text Recognition: Methods,
Innovations, and Challenges”. This paper presents a
comprehensive overview of advancements in
handwritten text recognition, emphasizing deep
learning approaches and emerging techniques. It
explores convolutional neural networks, recurrent
neural networks (RNNs), and hybrid models,
highlighting  their effectiveness in improving
recognition accuracy. The paper also discusses
challenges such as handling cursive handwriting,
degraded documents, and multilingual datasets.
Experimental results demonstrate that hybrid
models outperform traditional methods, especially
in complex handwriting scenarios. Future work is
suggested in enhancing model robustness,
integrating transformer-based architectures, and
improving real-time recognition system.

Viktor Karlsson et al. [2023] “Real-time Detection of
Spelling Mistakes in Handwritten Notes". This paper
presents Orthographer, an end-to-end handwritten
text recognition system capable of detecting
spelling mistakes in handwritten notes in real time.
The system achieves a detection accuracy of
approximately 69% on spelling mistakes in the test
set, with an inference time of around 16.3ms per
word. Orthographer is designed as a supportive
tool for applications such as smart glasses for the
visually impaired or as a writing aid. The approach
demonstrates the potential for enhancing
handwritten text quality through automated
spelling correction. Future improvements may focus
on increasing detection accuracy and expanding
language support.

Queenie Luo et al. [2023] "Cleansing Jewel: A Neural
Spelling Correction Model Built on Google OCR-ed
Tibetan Manuscripts”. This paper presents a neural
spelling correction model designed to auto-correct
noisy outputs from OCR systems applied to ancient
Tibetan manuscripts.

The manuscripts often contain faded characters and
stains, making OCR systems prone to errors. The
approach outperforms other models like LSTM-2-
LSTM and GRU-2-GRU in terms of Loss and
Character Error Rate. Visualization of attention
heatmaps is used to assess the robustness of the
model. The results demonstrate improved
performance in cleaning OCR text from degraded
historical manuscripts.

Evgenii Davydkin et al. [2023] “Data Generation for
Post-OCR Correction of Cyrillic Handwriting”. This
paper presents a method for post-OCR correction
of Cyrillic text by generating synthetic handwritten
data using Bezier curves. An HTR model is applied
to generate OCR errors, which train a correction
model based on a pre-trained T5 architecture.

Evaluation on HWR200 and School_notebooks_RU
datasets shows improved Word and Character
Accuracy Rates. This approach also aids teachers in
identifying handwriting errors and highlights the
potential of synthetic data in enhancing OCR
correction, especially for low-resource languages.
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I1l. EXISTING SYSTEM

Handwritten Text Recognition (HTR) has progressed
from traditional models like HMMs to deep learning
architectures capable of recognizing complex
handwriting. However, challenges persist with
open-vocabulary text, diverse handwriting styles,
and contextual understanding. While tools like
SRILM and Kaldi help reduce recognition errors,
they struggle with rare words and lack deep
context. Modern NLP techniques such as
transformers and attention mechanisms offer better
context handling and error correction but still
require robust post-processing for high accuracy.
HTR systems typically consist of an optical model
for image processing and a language model for
decoding, often supported by CNNs, RNNs, and
CTC. Despite using large datasets like 1AM and
RIMES, issues such as poor spelling correction, low-
quality input handling, and high computational
costs limit real-time deployment, especially on
mobile devices.

IV. PROPOSED SYSTEM

The proposed system enhances handwritten text
recognition and correction by integrating deep
visual  modeling with advanced language
understanding through a BERT-based Transformer
architecture. It incorporates Convolutional Neural
Networks (CNNs) for feature extraction and self-
attention mechanisms to effectively manage long-
range dependencies in handwriting, surpassing the
capabilities of traditional OCR techniques. Robust
preprocessing techniques including adaptive
contrast adjustment, denoising, and morphological
filtering ensure resilience to noisy or low-quality
scanned inputs. For the recognition stage, a
ResNet-based CNN extracts visual features, while a
Transformer model replaces conventional Recurrent
Neural Networks (RNNs) to more effectively capture
the structural nuances of handwritten text. A hybrid
loss function combining Connectionist Temporal
Classification (CTC) with attention mechanisms
enhances alignment and consistency during
training. Following recognition, the system employs

subword tokenization methods such as Byte Pair
Encoding (BPE) and WordPiece to handle rare,
compound, or multilingual words. Spelling
correction is conducted using a BERT-based
masked language model integrated with an
autoencoder, allowing context-aware corrections at
the sentence level rather than relying on fixed rules,
thereby improving real-time accuracy. The model
continuously improves via self-supervised learning,
enabling it to adapt to new handwriting styles over
time. Trained on a mix of real-world and synthetic
datasets like IAM, RIMES, and custom-generated
samples, the system is optimized using techniques
such as knowledge distillation and weight pruning,
making it lightweight and suitable for deployment
in resource-constrained environments. This scalable
and efficient solution demonstrates strong
performance across various application domains,
including education, healthcare, and historical
document archiving.

V. SYSTEM DESIGN

Architecture Overview

The proposed system adopts a modular and
scalable architecture that seamlessly combines
computer vision, natural language processing, and
deep learning components. It is designed with three
main layers: the frontend interface, backend engine,
and data processing pipeline. The frontend,
developed using Python-based GUI frameworks
such as Tkinter or web frameworks like Flask for
deployment, provides an intuitive interface where
users can upload handwritten documents (in image
formats like JPG, PNG, or PDF). The backend, built
using Python and hosted on a lightweight server
environment, orchestrates the core logic including
image preprocessing, text recognition, and spelling
correction.

For data handling and model execution, the system
integrates with machine learning frameworks such
as PyTorch and TensorFlow, while MongoDB or
SQLite stores processed data, logs, and metadata.
The architecture supports the use of pre-trained
transformer models like BERT and CNN-based
visual encoders like ResNet, optimized through
techniques like model pruning, quantization, and
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knowledge distillation for better performance on
edge devices. To ensure real-time feedback and low
latency during inference, the system can deploy
lightweight models through ONNX Runtime or
TensorRT. The infrastructure is also capable of
scaling horizontally using containerization tools
such as Docker and Kubernetes, making it flexible
for both research labs and enterprise-level
applications.

Data Flow and Processing
The data flow begins when a user uploads a
scanned or handwritten image. The image first

undergoes preprocessing, including adaptive
contrast enhancement, denoising, and
morphological transformations to clean and

standardize the input. It is then passed to a ResNet-
based CNN for spatial feature extraction, followed
by a Transformer encoder that learns temporal and
contextual dependencies within the handwriting
strokes. A hybrid CTC-attention decoder is used to
generate raw transcriptions with higher alignment
accuracy.

Once the initial transcription is obtained, the text is

tokenized using subword units (like BPE or
WordPiece) to handle rare, compound, or
multilingual  words effectively. The spelling

correction module, powered by a BERT-based
masked language model integrated with an
autoencoder, refines the output using full sentence
context. This not only corrects OCR mistakes but
also addresses deeper contextual errors that
traditional rule-based methods miss. The final
output is then stored or exported, depending on
the application needs.

Scalability and Performance Optimization

To ensure responsiveness and efficient operation
across devices, several optimization strategies are
embedded into the system. These include model
compression, lazy loading of modules, GPU
acceleration (when available), and batch inference
where applicable. The architecture supports
asynchronous processing and can utilize job queues
like Celery for high-throughput environments. For
edge deployment (e.g., mobile apps or embedded
systems), models are pruned and quantized to fit

memory and compute constraints without
significant loss in accuracy.

Caching intermediate results, such as preprocessed

images and tokenized texts, helps reduce
redundant  computations.  Meanwhile, load
balancing mechanisms and microservices

architecture enable the system to process multiple
requests concurrently, making it suitable for real-
time transcription tasks in educational or archival
digitization projects.

Security and Performance Metrics

Given the sensitive nature of handwritten content
(e.g., notes, forms, legal documents), data security
and user privacy are prioritized. All document
uploads and processing are protected using secure
transmission protocols (HTTPS/SSL), and personal
data is anonymized during storage. The system also
supports role-based access controls and session
management to prevent unauthorized access. Data
is encrypted at rest and in transit, and regular
security audits are conducted to ensure compliance
with standards like GDPR or HIPAA, depending on
deployment context.

In terms of performance, the system is evaluated
using key metrics such as Character Error Rate
(CER), Word Error Rate (WER), spell correction
accuracy, and inference latency. These metrics
guide both iterative model improvements and
hardware optimization strategies.

Use of the Proposed System

The proposed Al-based handwritten  text
recognition and spelling correction system is
designed to be accurate, scalable, and user-friendly,
making it well-suited for practical use in diverse
domains. Whether used in education, where
students' handwritten notes are digitized for
accessibility; in healthcare, for transcribing medical
records; or in historical archiving, where old
manuscripts are made searchable the system
handles a wide range of handwriting styles and
input qualities.

By using context-aware NLP techniques rather than
static keyword matching, the system ensures higher
fidelity in text interpretation. It adapts dynamically
to new writing patterns through self-supervised
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learning, continually improving without human
intervention. Moreover, its compatibility with
various file formats and writing styles ensures no
data is lost due to format inconsistencies, offering a
comprehensive and inclusive recognition solution
for all users from individuals and educators to large
institutions and government archives.

F. Flow Diagram

Extraied Tear

Figure 1. Block diagram

The architecture of the proposed system is
designed to handle the entire handwritten text
recognition and correction process from raw image
input to clean, corrected textual output. It
intelligently combines deep visual understanding
and contextual language modeling in a modular
and scalable pipeline. The key components include:

Algorithm Accuracy
Existing 75
Proposed 88

e Text Extraction and Preprocessing

e Tokenization and Recognition

e Accuracy Check and Correction Module
e Final Refinement and Output Generation

Each component collaborates with the others to
ensure high accuracy even on poor-quality scans or
stylized handwriting. Below is the detailed 7-step
workflow of the system:

7-Step Processing Workflow

Step 1: Image Upload & Initialization

The user begins by uploading a handwritten image.
The system checks for valid formats (JPG, PNG, TIFF)
and initializes the recognition pipeline.

Step 2: Text Extraction

Using preprocessing techniques like adaptive
thresholding, denoising, and contrast enhancement,
the system extracts raw text features from the
image using a ResNet-based CNN encoder.

Step 3: Tokenization

The extracted features are segmented into
meaningful units (tokens or subword) using
methods like Byte Pair Encoding (BPE) or

WordPiece, which help the model handle rare or
multilingual words more effectively.

Step 4: Recognition via Transformer Model

The tokenized text is passed into a BERT-based
Transformer model, which replaces traditional RNNs
to better capture long-range dependencies in
handwriting. A hybrid CTC + Attention loss function
ensures more stable training and output alignment.
Step 5: Recognition Accuracy Check

The system checks whether the recognized output
meets the confidence threshold. If yes, it proceeds
to final refinements. If not, it redirects to the
intelligent correction module.

Step 6: Intelligent Correction Module

When recognition is unclear, a masked language
model (BERT + Autoencoder) is activated. It uses
full-sentence context to predict and correct spelling
or grammatical errors, making it more reliable than
rule-based approaches.

Step 7: Final Refinements and Output

Once the corrections are complete, final post-
processing is done this includes punctuation
restoration, formatting, and optional transliteration.
The clean, corrected text is then presented to the
user.

G. Result Analysis

algorithm accuracy

Page 5 of 7



Dr. P. Meenakshi Devi. International Journal of Science, Engineering and Technology,

2025, 13:3

75
88

existing

proposed
90
85
80
75
70 —
a5 )

dccuracy

Hexisting

Bproposed

Figure 2. Comparison graph

In the table, we compare the accuracy of the
current system, which performs at 75%, and the
proposed system, which achieves an improved
accuracy of 88%. When we talk about "algorithm
accuracy," we're referring to how well these systems
can recognize and correct handwritten text, making
sure the output is as accurate as possible. The
existing system, with its 75% accuracy, shows
decent performance, but there’s certainly room for
improvement.

On the other hand, the proposed system is a big
step forward, hitting 88% accuracy. This
improvement suggests that the new approach
using advanced auto-encoding language models in
deep learning can deliver more precise and reliable
results. In practical terms, this means that the
proposed algorithm could outperform the existing
one, offering better accuracy in recognizing and
correcting handwritten text.

This boost in accuracy is particularly important
when precision really matters like in applications
where correct text recognition and spelling are
crucial. That said, while the proposed system shows
great promise, we must also consider other factors
like scalability, resource demands, and how practical
it is to implement in real-world scenarios.

V1. CONCLUSION

Our Handwritten Text and Spelling Recognition
System represents a significant leap forward in how
we process and interpret handwritten content.
Moving beyond traditional CRNN-BLSTM-based

methods, our approach harnesses the power of
Auto-Encoding Language Models to deliver more
accurate recognition, smarter spelling correction,
and greater adaptability to different writing styles.
What sets our system apart is its ability to go
beyond  simply recognizing characters it
understands context. With features like noise
reduction, slant correction, and contextual analysis,
it can interpret handwriting in a way that feels more
natural and meaningful.

This makes it especially valuable for digitizing
handwritten documents, supporting people with
disabilities, and improving automated handwriting
analysis in practical settings. By reducing errors and
improving precision, our system opens the door to
a more seamless, intelligent way of working with
handwritten text bringing us closer to truly human-
like understanding in machines.

Future Enhancement

While our current system already marks a big leap
forward in handwritten text recognition and
correction, there’s still plenty of room to grow. In
the future, we aim to make it even smarter and
more adaptable. One exciting direction is adding
reinforcement learning, so the model can keep
learning from new handwriting styles as it
encounters them essentially getting better with
time, just like a human would.

We're also exploring multimodal learning, which
means combining handwriting with other inputs
like voice commands or gestures. This would make
the system more intuitive and interactive, especially
in real-world settings. Imagine being able to speak
or gesture alongside writing it could open up
completely new ways of interacting with
technology. Real-time self-learning will help the
system adjust on the fly to different writing styles,
making it feel more personalized. And with the
support of GPU/TPU acceleration, it'll be able to
process handwriting faster and more efficiently.
Altogether, these advancements will make the
system not just more accurate, but also more
intelligent, flexible, and practical for everyday use.
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