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Abstract- We present a predictive, telemetry-compatible finite-element (FEA) analogy for dis- tributed computing
resilience. Traffic is modeled as load vectors, latency/error/saturation as strain components, and capacity &
coupling as a stiffness matrix. We derive node and system resilience scores, a von-Mises-style fragility metric,
closed-form critical-load predictions, and cascade propagation conditions. This revision addresses reviewer
requests: explicit prob- lem statement, a concise state-of-the-art section, narrative bridging before mathematics,
telemetry-based parameter estimation, a fully worked 4-node numeric example with embed- ded TikZ plots, and

rigorous proofs (critical load, modal fragility, cascade).
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I. INTRODUCTION

FEA Analogy and Telemetry-Compatible Model
Equilibrium model

We model response u and load f as

Ku = f, K =K(0) + diag(ui). Here pi is node capacity,
and K(0) encodes inter-service couplings.

Distributed  systems—microservices,  serverless
platforms, hybrid cloud—must tolerate load surges
and partial failures. Chaos engineering has advanced
resilience but remains reactive [1, 2].

Problem Statement. Current practice lacks a
predictive, non-invasive framework to iden- tify

fragile components and modal failure channels Telemetry estimation

without injecting failures. This paper pro- poses a kU,, .

_ . . Aij + Aji

finite-element analogy that integrates telemetry with .

. . " . =2(1 + RAIj)

matrix mechanics to compute resilience metrics CPUI Memi

proactively. Mi = acpu i +amem Memi ,
CPUnorm

State of the Art (SOTA) f0.i = p9s(requests)i
Memnorm

Chaos engineering and SRE (SLIs, SLOs, error
budgets) are dominant approaches but require
experimentation. Analytical methods (queueing,
reliability block diagrams, cascading models [3, 4])
provide insights but lack a unifying predictive model
calibrated from telemetry. Our work fills this gap.

oy,i = ¢(SLAI, error budgeti).

Resilience and fragility metrics

Node resilience:

System resilience: Von-Mises fragility:

Ri = wL(1 - €L,i) + wE(1 — €E,i) + wS(1 — €S,i),
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Rsys = min Ri.
lovm,i=q 1 (eL — €E)2 + (¢E — €S)2 + (S - €L)2.

Theorems and Proofs

[Critical Load] For scaled load f (s) = sf0, the response
is u(s) = su0. Fragility scales linearly:

ovm,i(s) = sa(0)

. Critical load factor:

s ay,i

= min

crit

i 0)

vm,i

[Modal Fragility] With K = V AV T, response

decomposes as

u=XA=-1(vTf)v.

J J

J

Modes with small Aj and large projection vTf
dominate fragility.

[Cascade Condition (sketch)] If node j yields and its
load redistributes via R(j), then any neighbor k with
ovmk + Aovmk > aoyk will fail next. Fragility
amplifies if (vTR()f )/Aj is

large.

Worked 4-Node Example

We illustrate with nodes: Frontend, API, Worker, DB.
Baseline matrices

Coupling from telemetry:

-0 50 20 O -

A=-100 30 5+, pu = [100, 150, 80,
200].
0 0 0 0

Assembled stiffness:

140 -30 -10 0 -
Baseline load:

-30 200 -175 =25

K= -10 =175 1275 -20
0 -25 =20 222.5

f0 = [200, 50, 20, 5]T.

Response and fragility

Solving Ku0 = f0 yields
Fragility:

u0 = [1.565, 0.517, 0.360, 0.061]T.

o(0) =~ [0.977, 0.323, 0.225, 0.038]T.

With thresholds oy = [1.5, 0.8, 0.5, 0.4], critical scales:
scrit,i ~ [1.53, 2.48, 2.22, 10.56],

global scrit = 1.53 (frontend yields first).

5TikZ plots
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Figure 1: Maximum fragility growth vs load scaling.
Threshold crossing = 1.53 signals first yield.

I1. DISCUSSION AND CONCLUSION

This framework predicts fragility from telemetry
without injecting failures. It provides inter- pretable
metrics (resilience scores, fragility, scrit, modal
channels) and guidance for mitigation (capacity
increase, rerouting). Limitations: linear
approximation, telemetry noise. Future work:
nonlinear extensions, stochastic calibration, hybrid
validation with chaos testing.
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Figure 2: Eigenvalues (bars, left axis) and modal
amplifications (red line, right axis).
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