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I.INTRODUCTION 

The capacity of a machine to mimic human feelings 

and respond vocally creates new possibilities for our 

relationship with technology. This article presents a 

novel idea: a Voice-Controlled Robo Child that can 

execute expressive movements like crying, laughing, 

singing, and dancing upon voice commands. The 

setup is largely built around an Arduino Uno 

microcontroller, which serves as the brain of the 

robot, processing and carrying out commands. It has 

wireless communication with an Android smartphone 

using a Bluetooth module (HC-05) that can support a 

voice control app. This voice-controlled system 

greatly adds to the robot's interactivity and makes it 

even more engaging and friendly, especially for kids. 

To mimic emotions and body movements, the robot 

is also equipped with an ISD1820 voice record and 

play module for voice functions, LEDs for visual 

indication, and servo motors through an L298N 

motor driver for movement, e.g., dancing. A certain 

voice command is assigned to each emotion or 

action, and the system is programmed to respond 

suitably in real time. The main goal of this project is 

to explore how cheap and common hardware 

modules can be used to create an emotion-

expressing child robot. 
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II.ACTUAL IMPLEMENTATION AND 

WORKING 
Module1 

Overview of Components 

1. Arduino Uno (central unit) – This acts as the 

main controller that processes voice commands and 

sends activation signals to the ISD1820 modules. 

2. HC-05 Bluetooth Module (mounted on the 

breadboard) – This module is responsible for 

receiving voice commands from an Android 

application via Bluetooth. 

3. ISD1820 Voice Playback Modules (three units) 

– Each module is linked to a small speaker and is 

preloaded with unique sounds: Crying, Laughing, 

Singing. 

4. Speakers (three in total) – These are connected 

to the ISD1820 modules to produce sound. 

Abstract-This project is all about creating a voice-controlled robo child that can show simple emotions like 
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Arduino Uno, which works together with a Bluetooth module (HC-05) to receive voice commands through a 
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5. Jumper wires and breadboard. 

III. OPERATIONAL PROCEDURE (STEP-BY-

STEP) 

1. Voice Command Input: A mobile application, 

such as the Arduino Bluetooth Control App, is 

employed to send commands like "cry", "laugh", or 

"sing". The application transmits the command to the 

HC-05 Bluetooth module. 

2. Command Reception & Processing: The HC-05 

module relays the received command to the Arduino 

Uno via the serial interface. 

3. Activating the Corresponding ISD1820 Module: 

The Arduino is programmed to recognize the voice 

command and activate the appropriate ISD1820 

module.  

For "cry" → Cry module pin goes HIGH 

For "laugh" → Laugh module pin goes HIGH 

For "sing" → Sing module pin goes HIGH 

This is done using digitalWrite(pin, HIGH) for a 

short delay, then LOW again. 

4. Audio Playback: Once activated, each ISD1820 

plays its assigned audio clip through the connected 

speaker. Only one module is activated at a time to 

avoid audio overlap. 

Module 2: 

Components Overview 

1.Arduino Uno – This is basically the brain of the 

robot. It interprets voice commands such as "dance" 

and makes the motors send commands to get the 

robot to move accordingly. 

2.L298N Motor Driver Module – This driver module 

serves as a go-between for the Arduino and the 

motors. It directs the speed and direction of spinning 

of the motors, depending on what the Arduino 

instructs it to do. 

3.DC Gear Motors – These little yellow motors are 

actually what propel the robot forward. They're 

probably used to mimic arm and head movements—

particularly when the robot is dancing. 

4.Jumper Wires and Breadboard – These are used 

to connect everything together. They make it 

possible for signals and power to travel between all 

the pieces easily. 

       OPERATIONAL PROCEDURE (STEP-BY-STEP) 

1. Voice Command Activation: The process begins 

once the user initiates a voice command such as 

"dance" using an Android application. This command 

is wirelessly sent by Bluetooth to Arduino Uno.The 

Arduino receives and identifies the command, and as 

a result, it comes to life by invoking the motor 

control sequence. 

2. Controlling the Motors: The Arduino sends 

signals to the motor driver on digital pins 5, 6, 7, and 

8, which are connected to IN1 through IN4 on the 

L298N module. These signals indicate whether each 

motor should rotate forward or backward. To control 

the motors' speed or power, Enable pins (ENA on pin 

9 and ENB on pin 10) are utilized. These can either be 

controlled through PWM (Pulse Width Modulation) 

or be left with a fixed configuration, depending on 

the requirements of the project. 

3. Motor Use in the Robot: In this configuration, 

two motors are assigned to robot arm movement, 

while one motor is responsible for head movement. 

When paired with the emotional displays integrated 

into Module 1—such as crying, laughing, or 

singing—this dance function provides a more 

realistic, interactive feel to the robot child. 

IV. CONCLUSION 

This project exemplifies the collaboration of 

integrated systems, voice recognition, and robotics 

to develop an interactive and emotionally responsive 

companion that offers entertainment, supports 

learning, improves communication, and encourages 

emotional growth. By allowing the robot to react to 
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voice commands through behaviors such as crying, 

laughing, singing, and dancing, we strive to provide 

children with a delightful and flexible avenue for self-

expression, exploration, and social interaction. This 

initiative tackles important issues related to 

accessibility, affordability, and customization, making 

it an ideal choice for educational and supportive 

uses. In summary, the Voice-Controlled Robo Child is 

not just a technological milestone; it represents a 

vision of how technology can aid children, bridge 

communication gaps, and contribute to a more 

inclusive future. 
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